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Abstract— The flip-chip package gives the highest chip density of any
packaging method to support the pad-limited Application-$ecific Inte-
grated Circuit (ASIC) designs. In this paper, we propose thefirst router
for the flip-chip package in the literature. The router can redistribute nets
from wire-bonding pads to bump pads and then route each of then. The
router adopts a two-stage technigue of global routing follved by detailed
routing. In global routing, we use the network flow algorithm to solve
the assignment problem from the wire-bonding pads to the bum pads,
and then create the global routing path for each net. The deti(ed routing
consists of three stages, cross point assignment, net ordey determination,
and track assignment, to complete the routing. Experimentaresults based
on seven real designs from the industry demonstrate that theouter can
reduce the total wirelength by 10.2%, the critical wirelengh by 13.4%, and
the signal skews by 13.9%, compared with a heuristic algoritm currently
used in industry.

.
A. Flip-Chip Design
Due to the increasing complexity and decreasing feature sizeeof V
Large Scale Integration (VLSI) designs, the demand of more I/ fhens
become a significant problem of package technologies. A relgtimew
packaging technology, thitip-chip (FC) packageas shown in Figure 1, is
created for higher integration density and rising power consiampFlip-
chip bonding was first developed b?; IBM in 1960’s. It gives thghist
ghip density of any packaging method to support the pad-limit&ICA
esigns.
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Flip-chip is not a specific package, or even a package type HiGA
or BGA). Flip-chip describes the method of electrically coctirgy the die
to the package carrier. The package carrier, either a subsiraa lead-
frame, provides the connection from the die to the outsidecesvof the
Backage. The die is attached to the carrier face up, and dateire is

onded first to the die, then looped and bonded to the carniesohtrast,
the interconnection between the die and carrier in the flip-package is
made through a conductive bump ball that is placed directly hendie
surface. Finally, the bumped die is flipped over and placed dae&, with
the bump balls connecting to the carrier directly. The fligedkechnology is
the choice in high-speed applications because of the follpwiivantages:
reduced signal inductance Jl?ligh speed), reduced power/grimguctance

(low power), reduced package footprint, smaller die size, drigignal
density, and lower thermal effect. However, in recent IC deslg 1’0
pads are still placed along the boundary of the die. This piecg does not

suit for the flip-chip package. As a result, we use the top metahaxéra

metal layer, called &e-Distributed Layer (RDL&s shown in Figure 2, to
redistribute thewire-bonding padgo the bump padswithout changing the
placement of the 1/O pads. Since the RDL Is the top metal layenetiie,

the routing angle in an RDL cannot be any-angle. Bump ballsptaeed
ondthe RDL and use the RDL to connect to wire-bonding pads by bump
pads.
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The flip-chip package is generally classified into two types: plee
ripheral array as shown in Figure 3(a) and ttaea array as shown in
Figure 3(b). In the peripheral array, the bump balls are plaadeng the
boundary of the flip-chip package. The disadvantage of thiplperal array
is that we only have the limited number of bump balls. In the areayar
the bump balls are placed in the whole area of the fIip-chif) @vgekT e
advantage of the area array is that the number of bump balls ib moce
than that of the peripheral array, so it is more suitable for modérSI
designs. Since the flip-chip design is for high speed circuits,dbge of
signal skews is also important. Thus a special router,Rbdistribution
Layer (RDL) router[13], is needed to reroute the peripheral wire-bonding
Bads to the bump pads and then connect the bumﬁ pads to the bump
alls. Considering the routing of multi-pin nets and the miniridra of
total wirelength and the signal skews are also needed for an RDten
Figure 3(c) shows one RDL routing result for an area-arraydfijp.
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Fig. 3. (a) A Peripheral Array. (b) An Area Array. (c) An RDL Riing Result.

B. Previous Work

To the best knowledge of the authors, there is no previous wotke
literature on the routing problem for flip-chip designs. Simitorks are
the routing for ball grid array (BGA) packages and pin gridagir(PGA
packages, including [3],(;10], [11], [12], [14], [16] and [L7The work [16
used the geometric and symmetric attributes of the pin positiorthen
BGA packages to assign pins of the BGA. However, in flip-chip glesi
the positions of wire-bonding pads and bump pads do not always these
geometric and symmetric attributes. The works [3] and [11] preseRGA
routers while [12] provided a BGA router. These three routmes any-
angle, multi-layer routers without considering the pin assigmnmpeoblem,
single-layer routin%, and total wirelength minimization. Therks [14]
and [17] applied the minimum-cost network flow algorithm to solke t



1/0 pin routing problems. All these routers focused only on rbilityg and

did not consider multi-pin nets and signal skews. The work [14] diso
not consider the routing congestion problem. Furthermore, gssyimed
that wires can be any-angle, so their methods are not suitabteddRDL

routing, typically with 90-degree angle routing.

C. Our Contributions

To our best knowledge, this paper is the first work in the litaat
to propose an RDL router to handle the routing problem of fhjpc
designs with real industry applications. We present a unified/arétflow
formulation to simultaneousg consider the assignment of the vworading
pads to the bump pads and the routing between them. Our algarihsists
of two phases. The first phase is the global routing that assignsvaesh
bonding pad to a unique bump pad. By formulating the assignment as a
maximum flow problem and applying the minimum-cost maximum-flow
algorithm, we can guarantee 100% detailed routing complediter the
assignment. The second phase is the detail routing that efficiisttibutes
the routing points between two bump pads and assigns wires rautlist
In addition to the traditional single-layer routing with gnfoutability
optimization, our RDL router also tries to optimize the totakeléngth
and the signal skews between a pair of signal nets under the 10080g
completion constraint. Experimental results based on seven st =~ M7 oo oo o -
from the industry demonstrate that the router can reduce tabwoelength | /sg--——-—g---—--gg---—-—qm---—--
by 10.2%, the critical wirelength by 13.4%, and the signal skbw13.9%,
compared with a heuristic algorithm currently used in industry.
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The rest of this paper is organized as follows. Section 2 gives t Fig. 4. Four Sectors in a Flip-Chip Package.
formulation of the RDL routing problem. Section 3 details ouobal
and detailed routing algorithms. Section 4 shows the experahessults. Ring3 Ring2 Ring |

Finally, conclusions are given in section 5. Ring 3

Il. PROBLEM FORMULATION

We introduce the notations used in this paper and formally eefie Ring 2 ®— O "
routing problem for flip-chip package. Figure 4 shows the miodebdf the
routing structure of the flip-chip package. Letbe the set of wire-bonding Rring1| @ | @ !
pads, and3 be the set of bump pads. For practical applications, the number | 0 n
EEE

of bump pads is larger than or equal to the number of wire-bandauds,
i.e.,|B| > |P|, and each bump pad can be assigned to more than one wire-
bonding pad. LetR, = {r},r5,..,r%,} be a set ofm bump pad rings in

the center of the package, and ley = {r7,r5,..,77} be a set of wire-

bonding pad rings at the boundary of the package. Each bumpgipgd @) ()
r% consists of a set of bump pads{bi, b5, .., by }, and each wire-bonding

padr? consists of wire-bonding padgp],p}, .., p! }. Let N be the set of Fig- 5. (a) Monotonic Routing. (b) Non-monotonic Routing.

nets for routing. Each net in N is defined by a set of wire-bonding pads
and a set of bump pads that should be connected. Z"heen be a multi-
pin net. Since the RDL routing for current technology is tgly on a A Algorithm Overview
single layer, it does not allowvire crossingsfor which two wires intersect . . - . .
each other in the routing layer. As shown in Figure 4, based ertwlo __According to the routing flow shown in Figure 6, our algorithonsists
diagonals of the flip-chip package, we partition the wholekage into Of two phases: (1) global routing based on thimimum-cost maximum-flow
four sectors:North = { Py, Bx, RY, RN}, East = {Pg, Bp, RE, RF}, (MCMF) algorithm{2], and (2) detailed routing based on the cross point
- S e 7d p>"b ] w oow P’ ﬁ assignment, the net ordering determination, and the track assignme

South = {Ps, Bs, Ry, Ry'}, andWest = {Pw, Bw, Ry, , R;* }, where In the first phase, we construct four flow networks,, Gz, Gs, and
P; (B;) and R}, (R;y), i € {N, E, S,W}, are the set of the wire-bonding G;,, one for each sector, to solve the assignment of the wire-bondidg p
(bump) pads and the set of the wire-bonding (bump) pad rings ér: th to the bump pads. Since we have only one layer for routing, thgrassint
sector, respectively. For practical applications, the wmading pads in should not create any wire crossings. We avoid the wire crossings by
one sector only connect to the bump pads in the same sector. restricting the edges in the networks not to intersect eacbr.ote first

We define aninterval to be the segment between two adjacent bu nsider 2-pin nets and then multi-pin nets. The reason is timah 2ets
pads in the same ringf or the segment between two adjacent Wire-bondrr%ve less freedom to choose the roqtlng?] path, so it needs to lsalews
pads in the same ring?. Given a flip-chip routing instance, there are twdirst. After applying MCMF, we obtain the flows representing toeites

types of routing, thsmorg)ot(%nic rolijtir&g}nd éhenog-n}lolrﬂotonic routingA gﬁ)@a\l’vgggﬁg?gm epﬁgfsto bump pads for the nets. Those flows thiwe
monotonic routing can be formally defined as the follows: : . . _
Definition 1: A monotonic routing is a routing such that for each net 1 the second phase, we use the cross point assignment, the neagrderi

: . h : determination, and the track assignment to determine detaile@s.0A
connecting from a wire-bonding pacto a bump pad, » intersects exactly cross pointis the point for a net to pass through an interval. First, we find

one interval in each ring? and exactly one interval in each ring. the cross points for all nets passing through the same intervaklFoets

As showing in Figure 5(a), the nets andn4 are monotonic routes. If that pass through the same interval, we evenly distribute thess points.
we exchange the positions of two bump padsandb,, the routing ofny  Second, we use the net ordering determination technique peesan[6]
andn, are non-monotonic routing as shown in Figure 5(b). A good flito create the routing sequence between two adjacent ringsasavencan
chip package routing should be a monotonic routing because thetoric guarantee to route all nets. Finally, we assign at least one toaeich net
routing results in smaller total wirelength and higher routdmmnpletion, based on the routing sequence obtained from the net orderiagrdration
compared to the non-monotonic routing. algorithm. Figure 7 summaries our routing algorithm.

Based on the definition above, the routing problem can be fdymal
defined as the follows: Global Routin

Problem 1: The single-layer flip-chip routing problem is to connect aB . .g . . .
set ofp € P and a set ob € B so that no wire crosses each other and In this subsection, we first show the basic flow network formulation.
the routing is monotonic, the total wirelength is minimizedd dhe signal Then we detail the capacity of each edge, the intermediatesydte tile

skew is minimized. nodes, and the cost of each edge. Finally, we discuss how to htdrle
multi-pin nets.
lIl. THE ROUTING ALGORITHM 1) Basic Network Formulation:We describe how to construct the

flow network Gs to perform the assignment for thg€outh sector. The
In this section, we present our routin% algorithm. First we gike t other three sectors can be processed similarly. As shown in Figaje 8
overview of our algorithm. Then we detail the methods used i @hase. we define Dg = {df,d§,..,d§} to be a set ofh intermediate nodes
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B: set of all bump pads;
N: set of all nets;
1 begin

2-pin nets;

for each 2-pin net;

four graphs;

11 for each multi-pin net;

16 TrackAssignment§);
17 end

Algorithm: RDL Routing( P, B, N)
P: set of all wire-bonding pads;

Construct four graph&'ny, Gg, Gs, Gy with only

2

3

4 Apply MCMF to find the assignment of eaghe P tob € B
5 in the same sector and the global routing path
6

7

8

9

Add additional edges to represent the multi-pin net in the

Apply MCMF to find the assignment of eaghc Ptob € B
10 in the same sector and the global routing path

12 Find all cross points in all intervals for each meg N;
13 for the outermost ring? to the innermost ring;?
14 S « Net.OrderingDetermination();

15 /I S contains the routing sequence;

Fig. 7. Overview of the RDL Routing Algorithm.

Each intermed_iate npde repr'esents an inte(val b;H) ((p{;,p‘iﬂ)) in
a bump pad ring (wire-bonding pad ringlis = {t7,t5, ... ¢;
of u tile nodes Each tile node represents a ti(e;,b;+1,bjl,b

.t} is a set

6) edges from a wire-bonding pad to a tile node,

7) edges from a tile node to a bump pad,

8) edges from a tile node to an intermediate node, and
9) edges from a tile node to another tile node.

There is an edge from the sourgeo every node inPg, and there is an
edge from every node if8s to the target. Each edge is associated with a
(cost, capacity) tuple to be described in the following subsections. Recall
that we do not allow wire crossings for all wires. SinBerepresents the
possible global paths for all nets, we can guarantee that nocrssings
will occur If there are not any crossings in edges. Thus, we cartsatlithe
edges and avoid crossings of all edges at the same time. Figurshfl}

an example flow networkss for the South sector. We can solve MCMF

in time O(\V|2|E\%) [2], whereV is the vertex set in the flow network.
Theorem 1:Given a flow network with the vertex sét and edge set

E, the global routing problem can be solved(mj\\/|2|E\%) time.
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2) Capacity Assignment and Node Constructidiow we introduce
the capacity of each edge, the intermediate nodes, and theotles. For
an edgee, if e is from a wire-bonding pad to a bump pad, an intermediate
node, or a tile node, the capacity ofs set to 1. Ife is from an intermediate
node or a tile node to a bump pad, then the capacityisfset toM, where
M is the maximum number of nets that are allowed to connect to thgbu
pad. Recall that an intermediate node has the capacify, afhereK is the
maximum number of nets that are allowed to pass through thisnetiate
node. This means that the number of all outgoing edges of anviatkate
noded is equal toK. The same condition holds for all incoming edges
of d. If e is from a tile node to another tile node, then the capacity of
is set toL, where L is the maximum number of nets that are allowed to
pass through the tile node. As shown in Figure 9, in order to mtids!|
situation, we decompose each intermediate nédeto two intermediate
nodesd’ andd”’, and an edge is connected fraiti to &’ with capacityK.

All outgoing edges ot/ are now connected front’ with capacity K, and

iood gl gt ; : i _ . g .
(g, Py 159,52 p,)) between two adjacent bump pad rings (Wirey [ incoming edges of are now connected ta” with capacityk. A tile

bonding pacf rings). We construct a graply = (Ps U Dgs U Bg UTs, E)

node is also decomposed into two tile nodésand ¢, and the capacity

and add a source nodeand a target nodeto Gs. Each intermediate node of a tile node is set td., where L is the maximum number of nets that
has a capacity<, where K represents the maximum number of nets thajre allowed to oPass through this tile node. The capacity oetiges from

are allowed to pass through an interval. Each tile node hagacity L,

the source node to the wire-bonding pads is set to 1, and theibapa

where L represents the maximum number of nets that are allowed to palse edges from the bump pads to the sink node is seW/toThere are
through a tile. We will detail how to handle the capacity of thtermediate three worst cases of congestion in a tile, as shown in Figure 16 fdur

nodes and the tile nodes so that MCMF can be applied in Sedti@h2.

There are nine types of edges:

G WN P

edges from a wire-bonding pad to a bump pad,
edges from a wire-bonding pad to an intermediate node,
edges from an intermediate node to a bump pad,
edges from an intermediate node to another intermediate, nod
edges from an intermediate node to a tile node,

nodes in the three figures are all bump pads. In Figures 10(ajgnthe
maximum number of nets passing through the tile 4S. 2n Figure 10(c),
the maximum number of nets passing through the tileAs § we do not
use the tile node, the maximum number of nets in Figures 10(a)a
(c) could exceed the capacity of a tileK > L or 3K > L). Since the
capacity of each tile node is well modeled in our flow networle @an
totally avoid this congestion problem.
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Fig. 10. Three Kinds of Congestion in a Tile.

3) The Cost of EdgesThe cost function of each edge is defined by

the following equation:

Cost = a x Wy, «y

where W;, denotes the Manhattan distance between two terminals of an
edge, andx is an adaptive parameter to adjust the cost of different types of

construction of the edges for the multi-pin nets. Recall thahéire are no
edge crossings in the flow network, then there are no wire crassintpe
final routing solution. When we construct the ed%es for the npiftinets,
an edgee exists only ife does not intersect any blockages. Then we add
the e %es from the source node to the wire-bonding pads assbeiéth
the multi-pin nets and the edges from the bump pads associatedheit
multi-pin nets to the target node. Figure 12 illustrates angta. Assume
that a multi-pin net. consists of((p2, pa, ps), (b3, bg)), Which means that
p2, pa, andps are free to be assngned to one of the two bump gdsnd
bg. Redundant edges are deleted by the blockigEor example, the edge
from po to the intermediate node betweég and by is deleted because it
intersects the blockag@s, bs). By using MCMF, the wire-bonding pads
and bump pads are grouped into two S€isi, b3} and{p4, ps, bo}.

In our global routing stage, the MCMF is optimal for two pin natsd
suboptimal for multi-pin nets. Since we will never assign nets tteer the
capacity of an interval or a tile, we will never violate thesa rules. Also
because we do not allow edﬁe crossings during flow network catistny
the final routing solution will not generate wire crossings. Sterathe
assignment, all global paths are routable. Based on above distsisgie
have the following theorem.

Theorem 2:Given a set of wire-bonding pads, a set of bump pads, and
a set of nets, if there exists a feasible solution computed by the MICM
algorithm, we can guarantee 100% detailed routing completion

@ D : Intermediate
Nodes

o B : Bump Pads
: E : Edges
[ P :Wire-bonding
Pads
; Redundant Edge

| f; @i Blockage

<> T :Tile Nodes

edges. We assign the smallesto the edge that connects an intermediate
node and a bump pad to assure that the intermediate nodes are @gsigne
bump pads first. The edge which connects two tile nodes are algmedsi
the smallest to assure that fewer bump pad rings are used. The edge which

connects a tile node to a bump pad or an intermediate node te adile

is assigned a medium. The edge that connects two intermediate nodes

are assigned the largest By adjusting the value of, we can control the
wirelength of each net to avoid large signal skews among diitenets.
The costs of the edges from the source node to the wire-bondidg and
the costs of the edges from the bum
0. Figure 11 shows the car)acity an
4) Multi-pin Net Handling: Finally,
multi-pin nets. As stated before, we irst assign 2-pin nets and ringti-
pin nets. We only construct the edges associated with the 2-psnamel
apply MCMF for the assignment. After the assignment, we deletedgit®
from the source node and all edges to the target nodeThe global paths
of the 2-pin nets are not deleted and considered as blockagksing the

cost for all eight types gésd

Cost/Capacity
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Fig. 11. Capacity and Cost on Edges.

pads to the sink node are hdth se

we describe how to deal with

‘ Group 1: {p2, bs} ‘

‘ Group 2: {p+, ps, be} ‘

Fig. 12. Group Multi-pin Nets.

C. Detailed Routing

In this subsection, we explain the three methods used in ourlettai
routing. As shown in Figure 13, after theéqlobal routing, egtibal path
contains only wire-bonding pads intermediate nodes, and buadp.
two global paths< dj,t,d; > and < dy,t, b, > which pass throug the
tile nodet are remodelled as: di,d; > and < dg,bg >. Tile nodes are
not needed for the final representations of the global rouyiatfs because
a tile node is just used to avoid the congestion overflow.

@ D :Intermediate
Nodes
d, b, d, b,
o B :Bump Pads
t —
O o o o o O | f; +it Blockage
d,
* 4 <> T :Tile Nodes
Fig. 13. Redefined Global Paths.

1) Cross Point AssignmentBased on the global routing result (dis-
cussed in Section 11I-B), we use the cross point assignment algotich
evenly distribute nets t at pass through the same interval. BeeeF14
as an example. As shown in Figure 14, the two nets from wiredibgnd
padspz andps pass through the same intermediate node. So we split the
intermediate node into two cross points.

Theorem 3:The cross point assignment problem can be solved in
O(|B| + |P]) time.



Cross Pomt

Algorithm: Track Assignment(S;, L)

S;: a routing sequence between ringsandr;i;
L: the maximum number of tracks;
1 begin
2 for each net segment; in S;
Let (zf,y7) ((=f,y!)) be the coordinate of the

3
4 source (target) of;;
Fig. 14. Cross Point Assignment. 5 if ((z7>2} andy?>y?) or (27>} andy? <y!))

6 Find a trackl of L from the top to the bottom without
7

8

9

creating an overlap with other wires;

else

Net Ordering DeterminationAfter the assignment of cross points, . .
eaczu net has its pgth to cross each interval. Forgtwo adjai lwepcan Find a trackl of L from the bottom to the top without
treat the routing between the two rings as a channel ro we can 10 creating an overlap with other wires;
use the net ordering determination algorithm presented |no[6;]etnerate 11 if suchl exists
a routing sequence =< (nf,n}), (n3,nf),.., (ng,n}) > with k net 12 Assignl to n;;
segments. Each net segmentis represented by a pa(source target) = 13 else '
(ng, nJ) We first determine the source and target for each net based on the14 for all pre-routed net
counterclockwise traversing distance along the leftmost andigiemost . _pd . k di
boundaries. For example, given the neshown in Figure 15(a), since the | 12 Divide into two segments according
distance along the leftmost boundary is smaller than the distdong the 16 to the blocking pointy;
rightmost boundary, we make the terminah source and the terminal a 17 Assign the segment not overlapping wigh
target. Starting from an arbitrary terminal, we then gereeeatircular list | 1g to the first available track along the current search
for all terminals ordered counter-clockwise according tdrtpesitions on direction (f b b .
the boundaries. A stack is used to check if there exist crossove 19 irection (from top to bottom or bottom to top);

net segments. For each terminal of ngt if it is a source, then we push it | 20 end
into the stack. Otherwise, if this terminal is a target and tipediement of
the stack belong to the same net, thenmes matched and the top element ) ) .
is popped. We keep searching the circular list until all nets matched. Fig. 16. Algorithm for Track Assignment.

With this sequence, we cané;uarantee that each net segment between two

adjacent rings can be routed without intersecting each .offwerexample,

given an instance shown in Figure 15(a), according to the ndgrimg

determination algorlthm described above, we can obtain theesegS =< top-right side ofn!, or n$ is on the bottom-right side of!. Otherwise, we

(n1,n} ) (nw,nm) (ng,ng) (ng,ng), (nk,n7), (ng,ne), (nf, ns), search the tracks from the bottom to the top. If we find a téamhd it does

(n2,n5), (n3,nh), (na,nfy) > not create any overlap with other wires, then we assighn;. As shown
Theorem 4: élven a setN of nets, the net ordering determinationin Figure 15(a)n; is assigned to track 1 first, ang; is assigned to track

problem can be solved i®(|N|2) time. 4 first. Also we record the blocking poing for n;. A blocking segmeris

a wire on tracki + 1 (if we search from the top to the bottom) b+ 1 (if
we search from the bottom to the top) to stepfrom being assigned to
. 1+ 1 or [ — 1 without creating any overlap with it. Alocking pointg; is a
@ Tack  terminal of the blocking segment whose projectionlcoverlaps withn;.
1 As shown in Figure 15$b) the poing on trackly is the blocking point
for netns. If we cannot find such, we rip-up and reroute all net segments
ny t0 n;_;. For each net,; to be rerouted, we use the concept of the
dogleg in the channel routing to break a segment into two segrbestd
on the blocking Fomqk such asgs in Figure 15(b). Then we assign the
4 segmﬁnft that t\tN” not ovrer alt)p Wltb,)C on thehlovnestt1 possible l;Irackml‘t;ev(\/e
search from the top to the bottom) or on the highest possible ti
L = = L u u L search from the bottom to the top). After assigning tracks, wercethe
new blocking points fom,. Note that since now each net segment may be
assigned with more than one track, we may have more than one kjockin
Routing Sequence: {(1, 1°), (10°, 10), (9°, 9), (8’, 8), (7, 7), (6’, 6), (5°, 5), (2, 2°), (3, 3°), (4, 4")} point for each net. Figure 16 summarizes the track assignmenttaftgor
Theorem 5:Given a setV of nets and the number of tracks the track
(a) assignment problem can be solved(xi| N|2L(|Ry| + | Rp|)) time.

@ IV. EXPERIMENTAL RESULTS
We implemented our algorithm in the C++ programming Ian%uage on a
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1.2GHz SUN Blade 2000 workstation with 8 GB memory. The benchmark
N circuits fs90b740, fsaOac013aa, fsa0acOl5aa, fwaa281, f&3I1,6, and
~ fs4096 are real industry designs.
2
% . TABLE |
L TEST CASES FOR RDL ROUTER.
[ | [
1 2 3 'y # Nets
(b) Case name (2-pin/multi-pin) #Rp #p #Rb #b
£s90b740 646/0 2 646 7 812
Fig. 15. (a) An Example for Track Assignment. (b) Blocking Roin fsa0ac013aa 657/4 2 657 17 1156
3) Track Assi Aawith th ¢ orderi i fsa0ac015aa 639/6 2 639 17 1156
rack AssignmentWwith the net ordering, we can use maze routin
to route all nets for any two adjacent rings. However, mazeingus quite fwaa281 S13/24 2 S13 13 676
slow. (For example, for a small test case with 513 nets, we need 25@minuf 900 900/0 4 900 15 900
on a 1.2GHz SUN Blade 2000 workstation with 8 GB memory to complete 2116 2116/0 6 2116 23 2116
the detailed routing.) So we propose a track assignment algotdtassign 154096 2096/0 s 209 -~ 209

tracks to each net segment of any two adjacent nngs For eactegetent
n; in S, according to the relative locations of andn;, we search a track
to be aSS|gned ta; from the top to the bottom of from the bottom to In Table I, “Case name” denotes the names of circuits, “#Nets” @sno
the top. We search the tracks from the top to the bottomifis on the the number of nets, ‘®,” denotes the number of wire-bonding pad rings,



TABLE Il

RDL ROUTING RESULTS.

Fig. 17. RDL Routing Solution of fs900.

“#;pl; denotes the number of wire-bonding padsR# denotes the number
of bump
of fs900, fs2116, and fs4096, the number of wire-bonding padaledhe

exactly one bump pad. Hence these three cases are more diffictdufong
than the other four cases.

Since there are no flip-chip routing algorithms in the literat we
ci:)ared our algorithm with the following heuristic algonitrcurrentl
use in industry. This heuristic is called the nearest node aiome(NNC

algorithm. In NNC, the wires are routed sequentially. If a womnding pad

h 9]

number of bump pads. So each wire- bonding pad needs to be assigned t

pad rings, and % denotes the number of bump pads. In eac

Algorithm Total wirelength (& m) Critical wirelength (& m) Skew CPU time (s)
Our Improve Our Improve Our Improve Our
Case nam NNC method ment NNC method ment NNC method ment NNC method
£590b740 814927 779089 4.6% 3682 3357 8.9% 3392 3067 9.6% 0.28 0.68
fsabac013aa | 773717 700831 10.4% 5274 4539 13.9% 5139 4404 14.3% 0.39 0.87
fsabac015aa | 699986 618363 13.2% 5254 4068 22.5% 5118 3932 23.2% 0.34 0.79
fwaa281 663762 579199 14.6% 4755 4208 11.5% 4496 3949 12.2% 024 0.54
£5900 1888992 | 1745834 8.2% 6000 5400 10.0% 5700 5100 10.5% 0.71 1.39
£s2116 fail 6208840 N/A fail 8800 N/A fail 8500 N/A fail 9.46
154096 fail 16807614 N/A fail 13300 N/A fail 13000 N/A fail 43.79
Average 102% 13.4% 13.9%
CLLLLLLLLLLLLELLECE L T
1 HH}HML WHH]}HMMWHHW& A Wn ﬂJ Mﬁnﬂ rHJIrIrErHM n V. CONCLUSION
iy “ R l ;f 3 ﬂ;‘ ity | Wf LN In this paper, we have developed an RDL router for the fligpglsickage.
‘ o 1 L8 I} The RDL router consists of the two stages of global routing fedid by
g iIEE g = detailed routing. The global routing applies the networkvflalgorithm to
I RRIRTST 8§ &) e 11 é e solve the assignment problem from the wire-bonding pads to thgpads
= ] ' e ke e and then creates the global routing path for each net. Thalektrouting
applies the three-stage technique of cross point assignmentraeting

determination, and track assignment to complete the routingerfirpntal
results show that our router can achieve much better resultsutabitity,
wirelength, critical wirelength, and signal skews, compareith wiheuristic
algorithm currently used in industry.
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