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Imaging on Underwater Moving Targets With
Multistatic Synthetic Aperture Sonar
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Abstract— A multistatic synthetic aperture sonar (SAS)
configuration, composed of an active sonar, a towed receiver, and
a sonobuoy, is proposed to acquire the image of a moving target
and estimate its velocity vector. The range model incorporates
the time delay of an acoustic pulse between its emission and
backscattered from the target to the receivers. An image is
acquired from the received signals at one receiver after range
cell migration correction (RCMC), range walk compensation
(RWC), and compression, without prior knowledge of the motion
parameters of the target. Range-frequency reversal transform
(RFRT) and a modified second-order Wigner–Ville distribution
(SoWVD) are used to estimate the chirp rate in the range
model, and the Radon transform is used to estimate the Doppler
centroid. The velocity vector of the moving target is accurately
estimated, within 3% of error and insensitive to noise, by using
the Doppler centroids derived from the signals at the three
receivers. Eight different scenarios are simulated to demonstrate
the efficacy of the proposed method. The shape and size of the
moving target can be clearly identified in all but one case. Three
state-of-the-art methods are also used to verify the accuracy of the
proposed method, the effects of noise are analyzed, and autofocus
algorithms are applied to enhance the acquired images in some
difficult cases.

Index Terms— Moving target, multistatic, Radon transform,
range cell migration correction (RCMC), range walk compensa-
tion (RWC), range-frequency reversal transform (RFRT), second-
order Wigner–Ville distribution (SoWVD), synthetic aperture
sonar (SAS), velocity vector.

I. INTRODUCTION

TREMENDOUS progress has been made over decades
in technologies for tracking submarines and underwa-

ter moving vehicles (UAVs), which can be categorized into
acoustic and nonacoustic types [1]. The nonacoustic type
includes the detection of magnetic anomaly, heat, optical
reflection, and seawater displacement [2]. A submarine can be
detected a few kilometers away by sensing the magnetic field
disturbed by its ferromagnetic shell [2], [3]. Light detection
and ranging (LiDAR) emitting blue and green light pulses can
be used to detect a submarine by observing possible reflection
or absorption of pulses by its hull [1], [2].

Various sonar systems [1], [4] have been developed for
underwater environment monitoring, military surveillance,
underwater vehicle detection [5], [6], and so on. An active
scanning sonar can simultaneously search for submarines in
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many different directions and ranges by sending pings and
listening to their echoes [7]. An active dipping sonar, tethered
to a helicopter [8], [9], can be deployed at a given depth to
detect submarine movements. Active sonar has the drawback
of exposing its position when sending sound bursts [1], [2].
On the other hand, a passive sonar, which is usually composed
of an array of underwater hydrophones, can eavesdrop the
sound features generated by moving UAVs without being
noticed [1], [2]. On the other hand, the advancement of stealth
technologies has imposed more challenges on conventional
passive sonars [2], [10].

Conventional sonars were designed to detect the direc-
tion and range of a target, but not its size or shape [10].
Synthetic aperture sonar (SAS) operates by periodically send-
ing acoustic bursts from an active side-scan sonar on a moving
platform and using their echoes from a target over a finite
time window to acquire the target image [11]. Since the
1990s, SAS experiments have been carried out with sonar
installed on an underwater cable-towed platform to reduce
the motion perturbation and noise of the host ship [11], [12].
SAS has been used for submarine prospecting and bathym-
etry [11], [13], identifying stationary targets [14], [15], [16],
and so on.

There are far fewer articles on SAS imaging than on
synthetic aperture radar (SAR) imaging. The major differences
between them are the signal speed and their application envi-
ronments. Some state-of-the-art (SOTA) algorithms for SAR
can be extended for SAS imaging after significant modifica-
tions to make up the stop-and-go approximation [13] generally
adopted for SAR imaging. Other commonly used SAR imag-
ing techniques on ground moving target (GMT) [17], [18],
including range cell migration correction (RCMC) and range
walk compensation (RWC) [19], can also be adapted for SAS
imaging, with the prior knowledge of motion parameters of a
moving target [20], [21], or without them as in [19], conducted
with the keystone transform and the matched filter.

In [22], a focusing algorithm on fast-moving targets was
proposed. The Hough transform was applied to compensate
for the range walk (RW) effect, followed by a polyno-
mial Fourier transform (PFT) to estimate the second- and
third-order Doppler parameters of the GMT, rendering the
motion parameters as byproducts. In [23], a polynomial
Radon transform (PRT) was applied to compensate for the
RW and range cell migration of a high-speed moving tar-
get, followed by a PFT to compensate for the Doppler
migration.
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Radon transform was claimed to estimate a more accu-
rate slope of signal traces than the Hough transform [24].
In [25], [26], an image of a moving target was focused
without knowing its velocity. Then, the Hough or Radon
transform was applied to estimate the slope of signal traces in a
time–frequency plane, followed by solving a 2-D optimization
problem to estimate the azimuth frequency modulation (FM)
rate and the Doppler centroid frequency, which were related
to range cell migration and RW, respectively [19], [27].

In [28], a joint time–frequency analysis (JTFA) was pro-
posed for SAS imaging, in a sequence of short-time Fourier
transform (STFT), Wigner–Ville distribution (WVD), Cohen’s
class, time–frequency distribution series, and adaptive chirplet
transform. The range model was based on the stop-and-go
assumption, and the target was modeled as 14 point scatterers.

In [29], a Radon transform-cubic chirplet decomposi-
tion (RTCCD) method was proposed for ISAS imaging
of underwater vehicles with simple rotational motion, with
one sonar sending amplitude modulated-cubic phase signal
(AM-CPS). The underwater vehicle was modeled as a bunch
of about 100 point targets, immersed in a simple unperturbed
environment.

In [30] and [31], SAS imaging was conducted on the
seafloor (seabed). In [13], [32], and [33], SAS imaging was
conducted on received signals from simulated point targets and
real seafloor, respectively. The spatial resolution required for
seafloor imaging was not fine enough to acquire the image of
a moving target.

In [34], the signature of moving targets in SAS seafloor
imaging was qualitatively analyzed. In [35] and [36], SAS
methods were proposed for detecting targets buried or lying on
the seabed, and a deep convolutional neural network method
was proposed to classify stationary targets in SAS images [37].

In [38], it was mentioned that residual aperture errors due
to imperfect motion compensation (MOCO) would blur the
image, which could be remedied with autofocusing methods,
such as phase gradient autofocus (PGA). It was also mentioned
that low acoustic speed constrained the sampling rate, causing
aliasing effects, and higher order phase error should be con-
sidered when the relative velocity between sonar and target
is large. The SOTA algorithms of strip-map SAS were sum-
marized, including a brute-force exact image reconstruction
algorithm, an exact transfer function algorithm for focusing
the image, a range-Doppler algorithm (RDA), a chirp scaling
algorithm (CSA) [11], and a wavenumber algorithm [39].

In [13], CSA was proposed to acquire SAS images of
the seafloor. Compared with RDA, the RCMC was done
in a 2-D frequency domain with a phase multiplier, which
was more accurate but time-consuming. In [32], an omega-K
algorithm was applied for SAS imaging of the seafloor. In [33],
an algorithm for multistatic SAS imaging on the seafloor
was proposed, considering the time delay between signal
emission and reception. A point target reference spectrum
(PTRS), azimuth modulation, and coupling terms were derived
to constitute a fast imaging algorithm. A wavenumber-based
algorithm was used to decouple bulk and differential RCMs
embedded in the received signals. Azimuth compression (AC)
was then applied, followed by a coherent superposition of

multistatic data to resolve aliasing effects and acquire a final
SAS image.

Different approaches were also proposed by modifying
some crucial steps in conventional RDA to achieve range-
cell migration, RWC, or higher order phase compensation.
In [27], a second-order Wigner–Ville transform was applied
to estimate the Doppler chirp rate. MOCO, including range
curvature correction and RW compensation, could be achieved
by using the keystone transform, serving the purpose of RCMC
in conventional RDA. In [40], a range frequency reversal
transform-fractional Fourier transform (RFRT-FrFT) method
was proposed to estimate two SAR parameters, followed by
MOCO with matched filtering, to focus the SAR image of
GMT.

In this work, a multistatic SAS configuration, composed
of a transceiver, a towed receiver, and a stationary sonobuoy,
is proposed to acquire focused images of a moving submarine
and estimate its velocity vector from the Doppler centroids
derived during the process. A monostatic imaging method
is developed to process the signals at the transceiver, and a
bistatic imaging method is developed to process the signals
at the receiver and the sonobuoy, respectively. The time
delay between transceiver/receiver/sonobuoy and the target is
incorporated under a non-stop-and-go premise, significantly
reducing the image obscurity. The surface geometry of a 3-D
submarine model is adopted to simulate the backscattered
signals from a real-world target. These features have only been
sporadically disclosed in the literature on SAS imaging.

The chirp rate in the range model is estimated by applying
a range-frequency reversal transform (RFRT) and a modified
second-order WVD (SoWVD) to the received signals, and the
Doppler centroid in the range model is estimated by applying
a Radon transform. Typical scenarios with the target moving
in different directions and speeds are simulated to demonstrate
the efficacy of the proposed approach. Three SOTA methods
are also used to verify the accuracy of the proposed method,
the effects of noise are analyzed, and autofocus algorithms
are applied to enhance the acquired images in some difficult
cases.

This is the first article that provides a complete procedure
on multistatic SAS imaging of moving submarines, as well as
a rigorous method for estimating their velocity vector without
prior knowledge. In this work, we explore the possibility of
integrating a sonobuoy to increase the flexibility and versatility
of SAS imaging and velocity estimation on underwater moving
targets, which has never been discussed in the literature. This
is the first work to propose the use of scan images projected
from 3-D target models to help verify an acquired SAS image
of a moving target and identify it.

The rest of this work is organized as follows. The default
parameters and the submarine model are elaborated on in
Section II, and the imaging processes in monostatic and bista-
tic SAS configurations are proposed in Sections III and IV,
respectively. The method to estimate the velocity vector of
the moving target is proposed in Section V. The acquired
images in different scenarios are presented and discussed in
Section VI, some important issues are further discussed in
Section VII, and some conclusions are drawn in Section VIII.
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Fig. 1. SAS imaging on a moving point target, with transceiver A, receiver
B , and sonobuoy C in a multistatic configuration.

TABLE I

DEFAULT PARAMETERS USED IN SIMULATIONS

II. SIMULATION SCENARIO

Fig. 1 shows a multistatic configuration proposed to acquire
SAS images of a moving target and estimate its velocity vector.
A monostatic imaging method is developed to process the sig-
nals received at transceiver A, and a bistatic imaging method
is developed to process the signals received at receiver B and
sonobuoy C , respectively. The Doppler centroids derived from
processing the signals at A, B , and C are used to estimate the
velocity vector of the target.

The transceiver A is cable-towed underwater by host ship P ,
moving in the y-direction at speed Vp. The receiver B is towed
behind the transceiver and also moving in the y-direction
at the same speed. The tow cable of length |P A| = L1 is
laid at an angle θb about the y-axis, and the baseline length
between A and B is |AB| = L2. Thus, at slow time η,
transceiver A is located at (0, Vpη,−L1 sin θb), and receiver
B is located at (0, Vpη− L2,−L1 sin θb). A passive receiver C
is attached to a sonobuoy and is deposited at a fixed position
of (xC, yC , zC). Sonar pulses are periodically emitted from
transceiver A, and their echoes from the moving target are
received later by A, B , and C , respectively.

A. Default Parameters

Table I lists the default parameters used in the simulations.
Typical military and commercial SAS systems move at speed
of 1–3.5 m/s [42], [43], which is set to Vp = 3 m/s in
the simulations. The typical length of towed cable is about
500 m, and the depth of towed sonar platform is about

Fig. 2. Scale model of the USS Albacore [49] used in the simulations.

50 m [12], [44], [45]. In the simulations, the cable length
is set to L1 = 250 m, the baseline is set to L2 = 250 m,
and the depression angle is set to θb = 10◦, corresponding
to a sonar depth of about 43 m. Receiver C is located at
(xC, yC , zC) = (−500, 0,−150) m.

The carrier frequency ranges from few tens of kilohertz
to 1 MHz in field testings [13], [38] or computer simulations
[42], [43] and is set to f0 = 150 kHz in this work. The
pulse duration varies from a few milliseconds to 20 ms [13],
[46] and is set to Tr = 5 ms. The range bandwidth varies
from a few kilohertz to 40 kHz in field experiments [42] and
computer simulations [13], and is set to Br = 20 kHz. The
synthetic aperture time runs from a few minutes to a few hours
[47], [48] and is set to Ta = 80 s. The distance between the
moving target and transceiver A(η) at η = 0 is about 2 km.
The longest possible echo spread from a submarine of 10 m
in length is about 11.6 ms when it moves in the cross-track
direction. Thus, the pulse repetition frequency (PRF) is set
to 80 Hz to avoid overlap of echoes from subsequent pulses.

B. Submarine Model

Fig. 2 shows a scale model of the USS Albacore
(AGSS-569), which was an auxiliary research submarine in
service during 1953–1972 [49], having a length overall (LOA)
of 62.13 m and a maximum submerged speed of 25 knots
(12.86 m/s). A model in [50] is adopted and tessellated with
triangular meshes [51]. In the simulations, the Albacore model
is scaled down in size by a factor of six, rendering an LOA
of about 10 m.

In the field experiments of submarine prospecting and
bathymetry, the maximum range varied from 150 to
350 m [42], [43], [46]. The range in the simulations is
extended to about 2 km. To verify the proposed imaging
methods in the monostatic configuration in Section III and
the bistatic configuration in Section IV, the center of the scale
submarine model is set to (1, 989, 0,−350) m at η = 0 and
moves with a velocity vector v̄d = (vx , vy, vz) = (0,−4, 0)
m/s, opposite to the moving direction of the SAS platform.

III. MONOSTATIC IMAGING METHOD ON

TRANSCEIVER SIGNALS

A. Range Model

The submarine model is tessellated with Nd flat patches,
with each patch behaving as a scatterer. The ranges between
transceiver A and the nth scatterer Q, with coordinates
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(xn0, yn0, zn0) at η = 0, are R′
1n(η) in the forward path and

R′′
1n(η) in the backward path, with the explicit forms

R′
1n(η) � R′

10 + cs f ′
dc1

2 f0
η + cs K ′

a1

4 f0
η2

= R′
10 + �R′

11(η) + �R′
12(η) (1)

R′′
1n(η) � R′′

10 + cs f ′′
dc1

2 f0
η + cs K ′′

a1

4 f0
η2

= R′′
10 + �R′′

11(η) + �R′′
12(η) (2)

where

R′
10 = R′

1n(0) =
[
(xn0 + vx R10/cs)

2 + (
yn0 + vy R10/cs

)2

+ (zn0 + vz R10/cs + L1 sin θb)
2
]1/2

R′′
10 = R′′

1n(0) =
{
(xn0 + vx R10/cs)

2

+ (zn0 + vz R10/cs + L1 sin θb)
2

+ [
yn0 + (vy − 2 Vp)R10/cs

]2
}1/2

.

The associated Doppler centroids are given by

f ′
dc1 = 2 f0

R′
10cs

[vx(xn0 + vx R10/cs)

+ (vy − Vp)(yn0 + vy R10/cs)

+ vz(zn0 + vz R10/cs + L1 sin θb)] (3)

f ′′
dc1 = 2 f0

R′′
10cs

[vx(xn0 + vx R10/cs)

+ (vy − Vp)[yn0 + (vy − 2 Vp)R10/cs]
+ vz(zn0 + vz R10/cs + L1 sin θb)] (4)

where

R10 =
√

x2
n0 + y2

n0 + (zn0 + L1 sin θb)2

is the range between A and Q at η = 0, under stop-and-go
assumption, and the azimuth FM rates are given by

K ′
a1 = 2 f0

R′
10cs

[
v2

x + (
vy − Vp

)2 + v2
z

]
(5)

K ′′
a1 = 2 f0

R′′
10cs

[
v2

x + (
vy − Vp

)2 + v2
z

]
. (6)

B. Range Compression

Fig. 3 shows the flowchart of the proposed SAS imaging
method on a moving target in a monostatic configuration.
A series of pulses are periodically emitted during an aperture
time Ta, each having a linear-FM (LFM) waveform of

st (τ ) = rect

(
τ

Tr

)
e j2π f0τ e jπ Krτ

2

where τ is the fast time, Tr is the pulse duration, Kr is the
chirp rate, f0 is the carrier frequency, and

rect(t) =
{

1, |t| ≤ 1/2

0, otherwise

Fig. 3. Flowchart of SAS imaging on a moving target in a monostatic
configuration.

Fig. 4. Magnitude of (a) srb1(τ, η), (b) srcmc1(τ, η), (c) srw1(τ, η), and
(d) s18(τ, η).

is a window function. The received signal at transceiver A
after demodulation is given by

srb1(τ, η) =
Nd∑

n=1

Anrect

(
τ − [R′

1n(η) + R′′
1n(η)]/cs

Tr

)

× rect

(
η

Ta

)
e− j2π f0[R′

1n(η)+R′′
1n(η)]/cs

× e jπ Kr (τ−[R′
1n(η)+R′′

1n(η)]/cs )
2

(7)

where cs is the acoustic speed in the ocean and An is the
backscattering coefficient of the nth scatterer. Fig. 4(a) shows
the magnitude of srb1(τ, η).

Next, take the range Fourier transform of srb1(τ, η) to have

S11( fτ , η) = F τ {srb1(τ, η)}
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which is multiplied with a range compression (RC) filter [39]

Hrc( fτ ) = e jπ f 2
τ /Kr (8)

to obtain the range-compressed signal

S12( fτ , η) = S11( fτ , η)Hrc( fτ ) =
Nd∑

n=1

c11n Anrect

(
fτ
Br

)

× rect

(
η

Ta

)
e− j2π( f0+ fτ )(R′

10+R′′
10)/cs

× e− j2π( f0+ fτ )(�R′
11(η)+�R′′

11(η))/cs

× e− j2π( f0+ fτ )(�R′
12(η)+�R′′

12(η))/cs . (9)

C. Range Cell Migration Correction

The azimuth FM rate in the range-compressed signal is
needed to correct range cell migration. We will first apply
an RFRT [40] to concentrate the signal in S12( fτ , η) around
a straight signal trace and then apply a modified SoWVD to
estimate the azimuth FM rate.

To apply the RFRT, multiply S12( fτ , η) with its mirrored
replica about fτ to obtain

Srfrt( fτ , η) = S12( fτ , η)S12(− fτ , η)

=
Nd∑

n=1

c2
11n A2

nrect

(
fτ
Br

)
rect

(
η

Ta

)

× e− j4π f0(R′
10+R′′

10)/cs e− j4π f0(�R′
11(η)+�R′′

11(η))/cs

× e− j4π f0(�R′
12(η)+�R′′

12(η))/cs (10)

which is inverse Fourier transformed in range to obtain

srfrt(τ, η) = F−1
τ {Srfrt( fτ , η)}

=
Nd∑

n=1

c2
11n A2

nsinc(Brτ )rect

(
η

Ta

)

× e− j4π f0(R′
10+R′′

10)/cs e− j4π f0(�R′
11(η)+�R′′

11(η))/cs

× e− j4π f0(�R′
12(η)+�R′′

12(η))/cs . (11)

Fig. 5(a) shows the magnitude of srfrt(τ, η), which is con-
centrated within a few range cells around τ = 0. The range cell
migration and RW have been simultaneously compensated,
manifested by the absence of τ–η coupling terms in (11).

Define a modified SoWVD of srfrt(τ0, η) as [27]

swv(p, η) = srfrt(τ0, η + p/2)s∗
rfrt(τ0, η − p/2)

× [
srfrt(τ0, η+ p/2+ p0)s

∗
rfrt(τ0, η− p/2− p0)

]∗
.

(12)

By taking the Fourier transform of swv(p, η) with respect
to both p and η, we obtain

Swv( f p, fη) = Fp
{Fη{swv(p, η)}} (13)

where p0 is a tuning parameter to achieve a tradeoff between
the focus area in the f p fη plane and the resolution in fη.

By substituting (11) into (12), we have

swv(p, η) =
Nd∑

n=1

|c11n|8|An|8

× rect

(
η

Ta

)
e j8πp0 fdc1,eq e j8πp0ηKa1,eq

Fig. 5. Magnitude of (a) srfrt(τ, η) and (b) Swv( f p, fη).

which is substituted into (13) to obtain

Swv( f p, fη) =
Nd∑

n=1

|c11n|8|An|8

× sinc[Ta( fη − 4 p0 Ka1,eq)]δ( f p)e
j8πp0 fdc1,eq

(14)

where

fdc1,eq = ( f ′
dc1 + f ′′

dc1)/2 (15)

Ka1,eq = (K ′
a1 + K ′′

a1)/2. (16)

Fig. 5(b) shows the magnitude of Swv( f p, fη), manifesting
a peak at ( f p, fη) = (0, f̃η) = (0, 1.934) Hz. By relating the
peak with the argument of sinc function in (14), the azimuth
FM rate is estimated as K̃a1,eq = 4.834 Hz/s, which is close
to the true value of Ka1,eq = 4.879 Hz/s.

Next, design an RCMC filter, with the estimated value of
Ka1,eq defined in (16), as

Hrcmc1( fτ , η) = e jπ fτ K̃a1,eqη
2/ f0 .

Multiply it with S12( fτ , η) in (9) to obtain

S13( fτ , η) = S12( fτ , η)Hrcmc1( fτ , η)

which is inverse Fourier transformed in range to have

srcmc1(τ, η) = F−1
τ {S13( fτ , η)}

=
Nd∑

n=1

c11n Anrect

(
η

Ta

)
e− j4π f0 R1n(η)/cs

× sinc

{
Br

[
τ − R′

10+ R′′
10

cs
− fdc1,eq

f0
η

]}
. (17)
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Fig. 4(b) shows the magnitude of srcmc1(τ, η), revealing
oblique lines.

D. Range Walk Compensation and Image Focusing

The argument of the sinc function in (17) indicates a line
equation in the τ–η plane

τ − fdc1,eq

f0
η = R′

10 + R′′
10

cs

with slope

tan θR = − fdc1,eq/ f0

which can be estimated by applying a Radon transform to
|srcmc1(τ, η)|, leading to f̃dc1,eq � 5.772 Hz, which is close to
the true value of fdc1,eq = 6.533 Hz.

Equations (1), (2), and (15) imply that

�R′
11(η) + �R′′

11(η) = −cs tan θRη.

The phase term e− j2π( f0+ fτ )(�R′
11(η)+�R′′

11(η))/cs embedded in
S13( fτ , η), accounting for the RW effect, can be compensated
by multiplying S13( fτ , η) with an RW filter

Hrw1( fτ , η) = e− j2π( f0+ fτ ) tan θ̃Rη

to have

S14( fτ , η) = S13( fτ , η)Hrw1( fτ , η)

of which the inverse Fourier transform in the range is

srw1(τ, η) = F−1
τ {S14( fτ , η)}

=
Nd∑

n=1

c11n Ansinc

(
τ − R′

10 + R′′
10

cs

)
rect

(
η

Ta

)

× e− j2π f0(R′
10+R′′

10+�R′
12(η)+�R′′

12(η))/cs .

Fig. 4(c) shows the magnitude of srw1(τ, η), revealing
straight lines parallel to the azimuth axis.

Next, take the azimuth Fourier transform of S14( fτ , η) to
have

S15( fτ , fη) = Fη{S14( fτ , η)}
which is inverse Fourier transformed in range to have

S16(τ, fη) = F−1
τ {S15( fτ , fη)}

=
Nd∑

n=1

c12nc11n Anrect

(
fη

Ba1

)
e jπ f 2

η /Ka1,eq

× sinc

[
Br

(
τ − R′

10 + R′′
10

cs

)]
e− j2π f0(R′

10+R′′
10)/cs

(18)

where Ba1 = Ka1,eqTa is the azimuth bandwidth, and the
argument of the sinc function indicates focusing in range.

Design an AC filter [39]

Hac1( fη) = e− jπ f 2
η /K̃a1,eq (19)

which is multiplied with S16(τ, fη) to have

S17(τ, fη) = S16(τ, fη)Hac1( fη)

Fig. 6. Range model of SAS imaging on a moving point target with receiver
B in a bistatic configuration.

where the second-order phase term in (18) has been compen-
sated. Finally, take the inverse Fourier transform of S17(τ, fη)
in azimuth to have

s18(τ, η) = F−1
η {S17(τ, fη)}

=
Nd∑

n=1

c12nc11n Ane− j2π f0(R′
10+R′′

10)/cs

× sinc

[
Br

(
τ − R′

10 + R′′
10

cs

)]
sinc(Ba1η) (20)

where the argument of the sinc function in η indicates focusing
in azimuth. Fig. 4(d) shows the final image of the moving
target, which is well-focused.

IV. BISTATIC IMAGING METHOD ON RECEIVER SIGNALS

Fig. 6 shows the range model of SAS imaging on a moving
point target with receiver B in a bistatic configuration. The
range between receiver B and the nth scatterer Q is given by

R′′
2n(η) � R′′

20 + cs f ′′
dc2

2 f0
η + cs K ′′

a2

4 f0
η2

= R′′
20 + �R′′

21(η) + �R′′
22(η) (21)

with

R′′
20 = R′′

2n(0) = {
(xn0 + vx R10/cs)

2

+(zn0 + vz R10/cs + L1 sin θb)
2

+[
yn0 + L2 + (vy − Vp)R10/cs − Vp R20/cs

]2
}1/2

.

(22)

The Doppler centroid is given by

f ′′
dc2 = 2 f0

R′′
20cs

{vx(xn0 + vx R10/cs)

+ (vy − Vp)[yn0 + L2 + (vy −Vp)R10/cs − Vp R20/cs]
+ vz(zn0 + vz R10/cs + L1 sin θb)} (23)

where

R20 =
√

x2
n0 + (zn0 + L1 sin θb)2 + (yn0 + L2)2 (24)

is the range between receiver B and Q at η = 0, and the
azimuth FM rate is given by

K ′′
a2 =

2 f0

[
v2

x + (
vy − Vp

)2 + v2
z

]
R′′

20cs
. (25)
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To apply RC to srb2(τ, η), first, take the range Fourier
transform of srb2(τ, η) to have

S21( fτ , η) = Fτ {srb2(τ, η)}
which is multiplied with the range-compression filter in (8) to
have

S22( fτ , η)

=
Nd∑

n=1

c21n An2rect

(
fτ
Br

)
rect

(
η

Ta

)

× e− j2π( f0+ fτ )(R′
10+R′′

20)/cs e− j2π( f0+ fτ )[�R′
11(η)+�R′′

21(η)]/cs

× exp

{
− j

π( f0 + fτ )

f0
Ka2,eqη

2

}
(26)

where

Ka2,eq = (
K ′

a1 + K ′′
a2

)/
2.

To conduct RCMC, first, apply the RFRT defined in (10)
to S22( fτ , η), obtaining another Srfrt( fτ , η), which is inverse
Fourier transformed in range to obtain srfrt(τ, η). Then, form a
modified SoWVD of srfrt(τ0, η), defined in (12), as swv(p, η),
which is Fourier transformed to obtain

Swv( f p, fη) = Fp
{Fη{swv(p, η)}}.

The peak of |Swv( f p, fη)| appears at f̃η = 1.921 Hz,
implying that K̃a2,eq � 4.803 Hz/s, which is close to the true
value of Ka2,eq = 4.863 Hz/s.

The value of K̃a2,eq is used to design an RCMC filter

Hrcmc2( fτ , η) = e jπ fτ K̃a2,eqη
2/ f0

which is multiplied with (26) to obtain

S23( fτ , η) = S22( fτ , η)Hrcmc2( fτ , η)

�
Nd∑

n=1

c21n An2rect

(
fτ
Br

)
rect

(
η

Ta

)

× e− j2π( f0+ fτ )[R′
10+R′′

20+�R′
11(η)+�R′′

21(η)]/cs

× e− j2π f0[�R′
12(η)+�R′′

22(η)]/cs .

Then, take the inverse Fourier transform of S23( fτ , η) in
range to have

srcmc2(τ, η) = F−1
τ {S23( fτ , η)}

=
Nd∑

n=1

c21n An2rect

(
η

Ta

)
e− j2π f0[R′

1n(η)+R′′
2n(η)]/cs

× sinc

[
Br

(
τ − R′

10 + R′′
20

cs
− f ′

dc1 + f ′′
dc2

2 f0
η

)]
.

(27)

Fig. 7(b) shows the magnitude of srcmc2(τ, η), revealing
oblique lines.

The argument of the sinc function in (27) indicates a line
equation in the τ–η plane

τ − R′
10 + R′′

20

cs
− fdc2,eq

f0
η = 0

of which the slope is related to

fdc2,eq = (
f ′
dc1 + f ′′

dc2

)/
2. (28)

Fig. 7. Magnitude of (a) srb2(τ, η), (b) srcmc2(τ, η), (c) srw2(τ, η), and
(d) s28(τ, η).

The slope is estimated by applying the Radon transform to
|srcmc2(τ, η)|, leading to f̃dc2,eq � −80.092 Hz, which is close
to the true value of fdc2,eq = −80.022 Hz. The estimated slope
is then used to design an RW filter

Hrw2( fτ , η) = e j 2π( f0+ fτ ) tan θ̃Rη

which is multiplied with S23( fτ , η) to compensate for the
RW as

S24( fτ , η) = S23( fτ , η)Hrw2( fτ , η).

Then, take the inverse Fourier transform of S24( fτ , η) in
range to have

srw2(τ, η) = F−1
τ {S24( fτ , η)}

=
Nd∑

n=1

c21n An2sinc

(
τ − R′

10 + R′′
20

cs

)
rect

(
η

Ta

)

× e− j2π f0[R′
10+R′′

20+�R′
12(η)+�R′′

22(η)]/cs .

Fig. 7(c) shows the magnitude of srw2(τ, η), revealing
straight lines parallel to the azimuth axis.

Next, take the azimuth Fourier transform of S24( fτ , η) to
have

S25( fτ , fη) = Fη{S24( fτ , η)} (29)

which is inverse Fourier transformed in range to have

S26(τ, fη) = F−1
τ {S25( fτ , fη)}

=
Nd∑

n=1

c22nc21n An2rect

(
fη

Ba2

)
e jπ f 2

η /Ka2,eq

× sinc

[
Br

(
τ − R′

10 + R′′
20

cs

)]
e− j2π f0(R′

10+R′′
20)/cs

(30)
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where the argument of the sinc function in τ indicates focusing
in range.

Next, design an azimuth-compression filter with the esti-
mated value of K̃a2,eq [39]

Hac2( fη) = e− jπ f 2
η /K̃a2,eq (31)

which is multiplied with S26(τ, fη) to compensate for the
second-order phase term as

S27(τ, fη) = S26(τ, fη)Hac2( fη).

Finally, take the inverse azimuth Fourier transform of
S27(τ, fη) to have

s28(τ, η) = F−1
η {S27(τ, fη)}

=
Nd∑

n=1

c22nc21n An2e− j2π f0(R′
10+R′′

20)/cs

× sinc

[
Br

(
τ − R′

10 + R′′
20

cs

)]
sinc(Ba2η)

where the argument of the sinc function in η indicates focusing
on azimuth. Fig. 7(d) shows the final image of the moving
target, which is well-focused.

Similar to (21)–(24), the range between receiver C and the
nth scatterer is given by

R′′
3n(η) = {[(xn0 + vxη + vx�td) − xC ]2

+ [(yn0 + vyη + vy�td) − yC]2

+ [(zn0 + vzη + vz�td) − zC ]2}1/2

� R′′
30 + cs f ′′

dc3

2 f0
η + cs K ′′

a3

4 f0
η2

= R′′
30 + �R′′

31(η) + �R′′
32(η)

where

R′′
30 = R′′

3n(0)

= {
(xn0 + vx�td − xC)2

+ (yn0 + vy�td − yC)2 + (zn0 + vz�td − zC)2
}1/2

and the Doppler centroid is given by

f ′′
dc3 = 2 f0

R′′
30cs

{vx(xn0 + vx R10/cs − xC)

+ vy(yn0 + vy R10/cs − yC)

+ vz(zn0 + vz R10/cs − zC)}. (32)

The final image, s38(τ, η), is acquired by applying the
same imaging method proposed in this section, which leads to
s28(τ, η).

V. ESTIMATION OF TARGET VELOCITY VECTOR

Although the target shown in Figs. 4(d) and 7(d) is well-
focused, its size and moving direction are indeterminate yet.
In this section, a semianalytic method is proposed to estimate
the target velocity vector. By substituting (3) and (4) into (15),

the Doppler centroids observed at transceiver A are related to
the motion parameters of the target as

fdc1,eq(v̄d)

= f0

R′
10cs

[vx(xn0 + vx R10/cs)

+ (vy − Vp)(yn0 + vy R10/cs)

+ vz(zn0 + vz R10/cs + L1 sin θb)]
+ f0

R′′
10cs

{vx(xn0 + vx R10/cs)

+ (vy − Vp)[yn0 + L2 + (vy − 2 Vp)R10/cs]
+ vz(zn0 + vz R10/cs + L1 sin θb)}. (33)

Similarly, by substituting (3) and (23) into (28), the Doppler
centroids observed at receiver B are given by

fdc2,eq(v̄d)

= f0

R′
10cs

[vx(xn0 + vx R10/cs)

+ (vy − Vp)(yn0 + vy R10/cs)

+ vz(zn0 + vz R10/cs + L1 sin θb)]
+ f0

R′′
20cs

{vx(xn0 + vx R10/cs)

+ (vy − Vp)[yn0 + L2 + (vy − Vp)R10/cs

− Vp R20/cs]
+ vz(zn0 + vz R10/cs + L1 sin θb)}. (34)

The third equation of Doppler centroids observed at receiver
C is derived, by using (3) and (32), as

fdc3,eq(v̄d) = f ′
dc1 + f ′′

dc3

2

= f0

R′
10cs

{[vx(xn0 + vx R10/cs)]
+ [(vy − Vp)(yn0 + vy R10/cs)]
+ [vz(zn0 + vz R10/cs + L1 sin θb)]}

+ f0

R′′
30cs

{vx(xn0 + vx R10/cs − xC)

+ vy(yn0 + vy R10/cs − yC)

+ vz(zn0 + vz R10/cs − zC)}. (35)

Equations (33)–(35) specify three 2-D surfaces in the 3-D
vxvyvz space, with the true velocity vector v̄d = (vx , vy, vz)
residing at the intersection of these three surfaces. By applying
Radon transform to srcmc1(τ, η) in (17), derived from the
backscattered signals at transceiver A, fdc1,eq is estimated as
f̃dc1,eq. Similarly, fdc2,eq is estimated as f̃dc2,eq by applying
Radon transform to srcmc2(τ, η) in (27), derived from the
backscattered signals at receiver B , and fdc3,eq is estimated
as f̃dc3,eq from the backscattered signals at receiver C .

To solve (33)–(35) numerically, first, define a 3-D grid in
(vx , vy, vz) at uniform spacing of �v. At each grid point,
compute the difference between the estimated value f̃dcα,eq

and fdcα,eq(v̄d) determined with (33), (34), or (35) as

χα(v̄d) = fdcα,eq(v̄d) − f̃dcα,eq
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Fig. 8. Solution surfaces in case 1: χ1 = 0 (blue), χ2 = 0 (orange), and
χ3 = 0 (yellow).

Fig. 9. SAS images in case 1 acquired from signals at (a) transceiver A,
(b) receiver B , (c) receiver C , and (d) scan image of the target model.

where α = 1, 2, 3. A grid-search method is then applied to
look for ¯̃vd that satisfies

χ1(v̄d) = χ2(v̄d) = χ3(v̄d) = 0.

Fig. 8 shows the solution surfaces of χ1 = 0, χ2 = 0, and
χ3 = 0, respectively, in case 1. Their intersection point is the
estimated velocity vector ¯̃vd .

VI. GENERAL DISCUSSIONS ON IMAGING RESULTS

In this section, eight typical cases of the target moving
in different directions and at different speeds are simu-
lated. Table II lists the parameters in these cases, including
the true velocity vector, center coordinates of the target
(τcn,eq, ηcn,eq), Doppler centroid fdcn,eq, with n = 1, 2, 3, the
estimated velocity vector, the error of velocity vector �v̄d =
¯̃vd − v̄d (m/s), and the percentage error of velocity, defined as
100 × |�v̄d |/|v̄d | (%).

Fig. 9 shows the SAS images acquired in case 1, with
the submarine moving in the opposite direction to transceiver

TABLE II

TRUE AND ESTIMATED PARAMETERS OF MOVING TARGET

A, bearing no sway or heave motions. The SAS images are
transformed from the τη plane to an ry plane as

r = csτ/2

y = (Vp − ṽy)(η − ηc,eq)

where τc,eq and ηc,eq are the fast time and the slow time,
respectively, at the closest range, and the image is centered
at r = r0 = csτc,eq/2 and y = y0 = −(Vp − ṽy)ηc,eq. Note
that the platform velocity is comparable to the target velocity
in SAS imaging.

Fig. 9(a)–(c) shows the SAS images transformed from
s18(τ, η), s28(τ, η), and s38(τ, η), respectively. Fig. 9(d) shows
a scan image derived by projecting the scale model in Fig. 2
from the xyz coordinates onto the ry plane, perceived from
transceiver A. The scan image bears resemblance to the three
SAS images.

Fig. 9(a)–(c) shows that the scattered signals from the
submarine hull are relatively strong, and the shape and position
of the sail are barely discernible. The signals scattered from
the sail are relatively weak and are mixed with those from
the hull. The signals scattered from the rudders and propellers
near the stern are relatively weak, but their shapes are still
discernible.
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Fig. 10. SAS images in case 2 acquired from signals at (a) transceiver A,
(b) receiver B , (c) receiver C , and (d) scan image of the target model.

Fig. 10(a)–(c) shows the SAS images in case 2, acquired
with the received signals at transceiver A, receiver B , and
receiver C , respectively. The submarine moves slightly faster
than the SAS platform in the same direction, bearing no sway
or heave motions. Fig. 10(d) shows the scan image viewed
from transceiver A, which matches well in size and shape
with the three SAS images. The images in Fig. 10(a)–(c)
reveal similar features to their counterparts in case 1. The
scattered signals from the submarine hull are stronger than
those scattered from the sail. The signals scattered from
the rudders and propellers are even weaker, but their fea-
tures are recognizable. The images in these two cases are
reversed in the y-direction, consistent with the target moving
direction.

In case 3, the submarine moves with velocity vector
(0,−5, 3) m/s, in opposite direction to the SAS platform and
toward the sea surface. Fig. 11(a)–(c) shows the SAS images
acquired with the signals received at transceiver A, receiver B ,
and receiver C , respectively. Fig. 11(d) shows the scan image
viewed from transceiver A, which matches well in size and
shape with the three SAS images. Compared with case 1, the
additional heave motion in case 3 slightly orients the bow
toward the −r -direction in the images.

Case 4 is designed to compare with case 3. The submarine
moves with velocity vector (0,−5,−3) m/s, in opposite
direction to the SAS platform and toward the seabed. The three
SAS images acquired with the scattered signals are received
at transceiver A, receiver B , and receiver C , respectively, and
the scan image in Fig. 12(d) matches well in size and shape.

In case 3, the submarine moves upward, and the bow is
oriented toward the −r -direction in the images. In case 4,
the submarine moves downward, and the bow is oriented
toward the r -direction. Note that the moving direction of the
submarine can be determined more reliably from its velocity

Fig. 11. SAS images in case 3 acquired from signals at (a) transceiver A,
(b) receiver B , (c) receiver C , and (d) scan image of the target model.

Fig. 12. SAS images in case 4 acquired from signals at (a) transceiver A,
(b) receiver B , (c) receiver C , and (d) scan image of the target model.

vector estimated in Section V than barely from the bow
orientation in the images.

In case 5, the submarine moves with velocity vector
(1.5, 8, 1) m/s, in the same direction and faster than the
SAS platform, bearing some sway and heave motions. The
SAS images in Fig. 13(a) and (c) look blurred, while that in
Fig. 13(b) clearly reveals the target shape and size, possibly
because the hull flank of the submarine is well exposed to
receiver B than to transceiver A or receiver C .
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Fig. 13. SAS images in case 5 acquired from signals at (a) transceiver A,
(b) receiver B , (c) receiver C , and (d) scan image of the target model.

Fig. 14. SAS images in case 6 acquired from signals at (a) transceiver A,
(b) receiver B , (c) receiver C , and (d) scan image of the target model.

In case 6, the submarine moves with velocity vector
(3,−5, 3) m/s, in an opposite direction to the SAS platform,
swaying away from the latter and rising toward the sea surface.
Case 6 is extended from case 3 and can also be compared with
cases 4 and 5. The submarine in cases 3 and 4 heaves in the
opposite direction. Its bow is oriented toward the r -direction
in the images if the heave velocity is negative and vice versa.
With the additional sway motion in case 6, the bow is oriented
toward the r -direction. Note that the r coordinate of a scatterer
is mapped from its x and z coordinates; thus, using the bow
orientation to judge the heave motion is not definite.

Fig. 15. SAS signals in case 7: (a) received baseband signal srb1(τ, η) at
transceiver A, (b) received baseband signal srb2(τ, η) at receiver B , (c) SAS
image acquired from signals at receiver C , and (d) scan image of the target
model.

The SAS images acquired with signals from transceiver A
and receiver B in Fig. 14(a) and (b) for case 6 are more blurred
than their counterparts in case 5, while that in Fig. 14(c)
acquired with signals from receiver C in case 6 is clearer
than its counterpart in case 5 because a large chunk of hull
flank is exposed to receiver C .

In case 7, the submarine moves at exactly the same speed
and direction as the SAS platform. Fig. 15(a) and (b) shows
the magnitude of received baseband signals srb1(τ, η) at trans-
ceiver A and srb2(τ, η) at receiver B , respectively. Under this
circumference, the values of K ′

a1 in (5), K ′′
a1 in (6), and K ′′

a2
in (25) become zero, leading to Ka1,eq = 0 and Ka2,eq = 0.
As a consequence, AC cannot be conducted with Hac1( fη)
in (19) and Hac2( fη) in (31); hence, the image cannot be
focused in the azimuth direction. From another perspective,
the features in Fig. 15(a) and (b) indicate the submarine moves
at the same speed and direction as the SAS platform.

Fig. 15(c) shows the SAS image acquired with the signals
at receiver C . Since there is relative motion between the
submarine and the stationary receiver C , an SAS image is
acquired and matches well with the scan image in Fig. 15(d),
viewed from transceiver A. Note that the velocity vector can
still be accurately estimated with the method in Section V.

In case 8, the submarine moves in the x-direction.
Fig. 16(a)–(c) shows the SAS images acquired with the signals
at transceiver A, receiver B , and receiver C , respectively.
Fig. 16(d) shows the scan image viewed from transceiver A.
The starboard flank in Fig. 16(a)–(c) looks sharp, but the port
flank spreads in the y-direction, the rudders, and propeller at
the stern are hardly recognizable, but the velocity vector can
still be accurately estimated with the method in Section V.
One may steer the SAS platform to align with the submarine
moving direction to acquire at least one focused SAS image,
as in the previous cases.
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Fig. 16. SAS images in case 8 acquired from signals at (a) transceiver A,
(b) receiver B , (c) receiver C , and (d) scan image of the target model.

Fig. 17. Schematic to explain image blurring in case 8.

Fig. 17 shows a schematic to explain the image blurring
in case 8. The SAS platform moves in the y-direction at
speed Vp, and the submarine moves in the x-direction with
velocity vector v̄d = x̂vx . When the SAS platform passes by
A1, it emits an acoustic pulse to reach a scatterer Q1 on the
submarine, but some scattered wave maybe blocked by the hull
from being received by any of the three receivers. Similarly,
when the SAS platform passes by A2, it emits another acoustic
pulse to reach a scatterer Q2 on the submarine, and some
scattered waves maybe blocked again by the hull. It appears
that the acoustic pulses emitted by transceiver A at y < 0 are
easily blocked by the hull from being received, and the bottom
half (y < 0) of the SAS images displays little blurring.

On the other hand, when the SAS platform passes by A3

(at η3), it emits an acoustic pulse to reach scatterers Q3 and
Q4 on the submarine, and the difference of path lengths
between A3-Q3-A4 and A3-Q4-A5 is significant that the scat-
tered signals reach A4 (at η = η4) and A5 (at η = η5) at
different slow times; hence, the upper part (y > 0) of SAS
images becomes blurred due to mixture of delayed echoes
from previous pulses.

Fig. 18. SAS images in case 1: (a) proposed approach with estimated
velocity vector (0.002, −3.914, 0) m/s, (b) conventional RDA, (c) CSA, and
(d) omega-KA [39]. (b)–(d) are acquired using the given velocity vector of
(0.002, −3.914, 0) m/s.

In all these cases, the velocity vector of the target can
always be estimated with an error lower than 3%, by using
the proposed method in Section V. In most cases, at least one
SAS image can be well-focused to restore the shape and size
of the moving target.

VII. FURTHER DISCUSSION

A. Verification With SOTA Methods

To verify the efficacy of the proposed method, three SOTA
imaging algorithms referred to in Section I are implemented
for comparison, including the conventional RDA, CSA, and
the omega-K algorithm (ωKA) [39]. The stop-and-go assump-
tion is purposely imposed on these three algorithms to study
their effects on SAS imaging.

Fig. 18 shows the acquired SAS images in case 1 by
using the proposed method and these three SOTAs [39],
respectively. The four images reveal well-focused submarines,
with their size, shape, and range almost identical. However,
Fig. 18(b)–(d) shows that the acquired SAS images with the
three SOTAs, under the stop-and-go assumption, are shifted
by about 1 s in the azimuth direction compared with that in
Fig. 18(a), manifesting the effects of stop-and-go assumption
on the azimuth positioning.

Two images ¯̄x and ¯̄y can be compared in a quantitative way
by using a structural similarity (SSIM) index [52]

SSIM
(

¯̄x, ¯̄y
) = Lα

(
¯̄x, ¯̄y

)
Cβ

(
¯̄x, ¯̄y

)
Sγ

(
¯̄x, ¯̄y

)
where

L
(

¯̄x, ¯̄y
) = 2μxμy + C1

μ2
x + μ2

y + C1

C
(

¯̄x, ¯̄y
) = 2σxσy + C2

σ 2
x + σ 2

y + C2

S
(

¯̄x, ¯̄y
) = σxy + C3

σxσy + C3
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are specified for comparing luminance, contrast, and structure,
respectively; μη and ση are the mean and standard deviation,
respectively, of image ¯̄η, with η = x, y, and σxy is the
covariance between ¯̄x and ¯̄y. The value of the SSIM index
lies in [0, 1] and is equal to one if two images are identical.

The SSIM index is 0.9398 between Fig. 18(a) and (b),
0.9111 between Fig. 18(a) and (c), and 0.9082 between
Fig. 18(a) and (d). All three SSIM indices are above 0.9,
indicating high similarities between these SAS images. Thus,
the efficacy of the proposed method is verified.

B. Two Independent Targets

The proposed method can be extended to acquire images in
more complicated situations. For example, consider a scenario
with two submarines at the same depth and separated by 50 m.
The first submarine moves with the velocity vector as in case 1,
and the second submarine moves with the velocity vector as
in case 3.

Fig. 19(a) shows two streaks of received signals, each
attributed to a moving submarine. Fig. 19(b) shows the mag-
nitude of Swv( f p, fη) defined in (13), where two significant
peaks reveal two targets moving with different motion parame-
ters. The strongest peak pointed by a white arrow leads to an
estimated azimuth FM rate of K̃a1,eq = 4.713 Hz/s, compared
with the true value of Ka1,eq = 4.860 Hz/s. Fig. 19(c) shows
the Radon transform of srcmc1(τ, η) in (17). The peak pointed
by a white arrow leads to an estimated Doppler centroid
frequency of f̃dc1,eq = 6.321 Hz. Fig. 19(d) shows the SAS
image acquired with the estimated motion parameters. The
blurred slivers near the left border are attributed to the second
target. Fig. 19(e) shows the zoomed-in image of the first
submarine, which is well-focused.

The received signals attributed to the second submarine are
extracted by removing from the original received signals the
contribution of the first submarine. The latter is obtained by
applying a series of reverse processes, including inverse AC,
inverse RWC, and inverse RCMC, on the acquired image of
the first submarine. Then, the extracted signals are processed
to acquire the image of the second submarine. Fig. 19(f) shows
the magnitude of Swv( f p, fη) on the extracted signals, where
the peak reveals the second moving target. The estimated
azimuth FM rate is K̃a1,eq = 7.203 Hz/s, compared with
the true value of Ka1,eq = 7.250 Hz/s. Fig. 19(g) shows the
Radon transform of srcmc1(τ, η) on the second target. The
peak leads to an estimated Doppler centroid frequency of
f̃dc1,eq = −80.985 Hz. Fig. 19(h) shows the acquired SAS
image of the second submarine, which is close to that in case 3.
The proposed method can be iterated to acquire SAS images
of multiple targets moving with different motion parameters.

C. Effects of Noise

In this section, the proposed method is put to test in a
noisy environment. Additive white Gaussian noise at a given
level is added to the received signal srb1(τ, η) in (7) to form
srb1,n(τ, η), which is processed by the flowchart in Fig. 3
to obtain s18,n(τ, η). It is observed that a discernible peak
can be found on Swv( f p, fη) in (13) when SNR is above

Fig. 19. Magnitude of (a) received signals from two moving targets,
(b) Swv( f p, fη), (c) Radon{srcmc1(τ, η)} of the first target, (d) s18(τ, η) of the
first target, (e) s18(τ, η) of the first target (zoomed in), (f) Swv( f p, fη) of the
second target, (g) Radon{srcmc1(τ, η)} of the second target, and (h) s18(τ, η)
of the second target.

a certain level. Once a peak is identified, the motion parameters
can be estimated, and an SAS image can be acquired. On the
other hand, too much noise will bury the peak on Swv( f p, fη),
disabling the subsequent SAS imaging process.

Fig. 20(a) and (b) shows the magnitude of noise-free
received signal srb1(τ, η) and srb1,n(τ, η) with SNR = −15 dB,
respectively, at transceiver A in case 1. Fig. 20(c) shows the
magnitude of Swv( f p, fη) on srb1,n(τ, η). An obvious peak
can be identified; thus, K̃a1,eq and f̃dc1,eq can be estimated.
Fig. 20(d) shows the acquired SAS image, which is well-
focused. A similar approach is applied to received signals at
receivers B and C . The Doppler centroids are estimated as
f̃dc1,eq = 6.331 Hz, f̃dc2,eq = −79.592 Hz, and f̃dc3,eq =
2.605 Hz, respectively. Thus, the velocity vector is estimated
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Fig. 20. Magnitude of (a) srb1(τ, η) at transceiver A in case 1, (b) srb1,n(τ, η),
SNR = −15 dB, (c) Swv( f p, fη), and (d) s18,n(τ, η).

Fig. 21. Magnitude of (a) srb1,n(τ, η) at transceiver A in case 1,
SNR = −20 dB and (b)Swv( f p, fη).

Fig. 22. Percentage error of velocity vector versus SNR.

as (ṽx , ṽy, ṽz) = (0.006,−3.922, 0.001) m/s, with an error
of 1.956%.

Fig. 21(a) shows the magnitude of received signal
srb1,n(τ, η), with SNR = −20 dB. Fig. 21(b) shows the
magnitude of Swv( f p, fη), on which no peak can be identified
with confidence, which implies that the parameter K̃a1,eq

cannot be estimated; hence, the SAS imaging process is halted.
Fig. 22 shows that the percentage error of the velocity

vector lies between 1.8% and 2.2% with SNR ≥ −17 dB.
Beyond that, the peak position on Swv( f p, fη) cannot be
determined; hence, the proposed method no longer applies.

Fig. 23. SAS images in case 5, autofocused with PGA, acquired from signals
at (a) transceiver A, (b) receiver B , (c) receiver C , and (d) scan image of the
target model.

D. Image Autofocus

As shown in Section VI, the SAS images in cases 5, 6, and 8
are blurred, possibly related to the sway motion of the target.
Image autofocus methods, such as PGA [53], [54], will be
tried to focus the blurred images. The PGA is a nonparametric
method commonly used to compensate for unpredictable phase
perturbations embedded in the received signal or induced
during the imaging process. The gradient of the unwanted
phase error is computed directly from the blurred SAS image,
which is then used to compensate for the phase error.

Fig. 23(a)–(c) shows the PGA-autofocused SAS images
from their counterparts in Fig. 13(a)–(c), respectively;
Fig. 24(a)–(c) shows the PGA-autofocused SAS images
from their counterparts in Fig. 14(a)–(c), respectively; and
Fig. 25(a)–(c) shows the PGA-autofocused SAS images from
their counterparts in Fig. 16(a)–(c), respectively. The PGA
works marvelously well on case 8, in which the smudge due
to sway motion is the strongest among the three cases.

E. Computational Load

The computational load of the proposed approach is the
sum of computational loads required in all the algorithms
delineated in the flowchart of Fig. 3. Table III lists the
computational load of algorithms constituting the proposed
approach, where Nr and Na are the number of range bins
and azimuth bins, respectively; FT, IFT, and FFT are the
abbreviations of Fourier transform, inverse Fourier transform,
and fast Fourier transform, respectively.

F. Comparison With Other Viable Sonar Techniques

Many methods have been proposed to track multiple under-
water moving targets with the use of acoustic vision in
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Fig. 24. SAS images in case 6, autofocused with PGA, acquired from signals
at (a) transceiver A, (b) receiver B , (c) receiver C , and (d) scan image of the
target model.

Fig. 25. SAS images in case 8, autofocused with PGA, acquired from signals
at (a) transceiver A, (b) receiver B , (c) receiver C , and (d) scan image of the
target model.

recent decades. A forward-looking sonar (FLS) is capable
of positioning an underwater moving target, which is cru-
cial for the deployment of autonomous underwater vehicles
(AUVs) [56]. The key features of a moving target in sonar
imaging may vary significantly when its relative motion with
the AUV changes. The intensity and shape of the same target
may appear quite different if the moving direction, orientation,
or relative distance is altered. The nonlinear motion of a target

TABLE III

COMPUTATIONAL LOAD OF CONSTITUENT ALGORITHMS

makes its tracking more difficult because many more motion
parameters need to be estimated.

In [56], an FLS imaging and tracking method based on the
Gaussian particle filter (GPF) was proposed to track multiple
targets in a cluttered underwater environment. A generalized
regression neural network (GRNN) was used to extract key
features of targets to sort them into different classes, followed
by multifeature adaptive fusion to establish adequate GPF
for target tracking in a complex environment. The proposed
method was verified by conducting a field experiment in a tank
and an offshore environment, respectively. The results suggest
that multiple simple targets can be tracked at the same time,
with their courses estimated from received sonar echoes at
fixed intervals.

Similar situations have been presented and discussed in
Section VI, where eight cases are designed with different linear
motions and orientations of moving targets. The acquired
image in each case reveals different flanks of the moving target
from different view angles. The simulation results suggest that
SAS imaging on a specific flank of the submarine can be
obtained by adjusting the proper relative motion between the
SAS platform and the moving target. In short, Zhang et al. [56]
focus on the tracking of target moving routes with the use of
sonar. Our work focuses on the imaging of moving targets
under linear motion.

In Sections III and IV, the target is assumed to move
at constant speed in a given direction. To account for the
acceleration due to target maneuvering, a more complicated
range model is required, and more motion parameters need to
be estimated from the received signals with more sophisticated
algorithms. We will develop relevant models and present the
results in future work.

Mechanically scanned imaging sonar (MSIS), commonly
used for seabed prospecting and underwater navigation,
is capable of producing high-resolution images over a narrow
spatial range [57]. MSIS is usually deployed at a fixed
position, restricting its capability to estimate the position of an
object. Underwater target tracking with acoustic methods plays
a crucial role in the navigation of underwater autonomous
vehicles, which requires updating the vehicle position and
attitude periodically. A practical alternative is to prepare a
database of synthetic sonar images by using precise bathy-
metric data over the area of interest. A comparative navigation
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approach is then used to determine the target position in an
MSIS image by searching for the best match between the
MSIS image and the synthetic images in the database, aided
with proper similarity functions or probability distributions.

In our work, transceiver A and receiver B move with the
platform, while receiver C is attached to a stationary sonobuoy.
The echoed signals from a moving target will display relative
motion in at least one of the receivers, which holds the
premise for the SAS imaging technique to work properly. The
stationary sonobuoy plays a similar role as an MSIS deployed
at a fixed position.

In [58], a noise-driven optimization method was proposed
for an active target tracking FLS system, where the noise was
modeled as white additive noise under most circumstances.
In our work, the target position and shape are revealed in
the acquired SAS image. The target speed is estimated with
the Doppler centroid frequencies derived from the scattered
signals at three different receivers. The noise has a negative
impact on our method. The simulation results verify that, with
SNR > −17 dB, the SAS image can be well-focused, and the
velocity vector can be accurately estimated and is insensitive
to the noise level.

G. Simulations Versus Field Measurements

Simulations have been widely used to study different
phenomena and parameters of interest. Simulation scenarios
can be designed with more flexibility and exempted from
environmental interference or noise. Moreover, simulation can
be done in scenarios that are difficult if not impossible to
conduct in field measurements. Field experiments are usually
persuasive to validate a proposed method, but field measure-
ments in the ocean are expensive, requiring special skills to
operate relevant apparatuses and proper conditions, such as
weather to collect valid data. Alternative measurement in a
hydraulics laboratory requires the removal of echoes from
surrounding environments, which is no easy task. Even when
measurement data are available, simulations can also be used
to diagnose the data for possible flaws in instruments or
procedures.

An alternative to verify the proposed method is to compare
it with the simulation results of compatible SOTA methods.
To demonstrate the efficacy of the proposed method in prac-
tical applications, the simulation scenarios and parameters
are carefully selected to fit real-world situations as much as
possible. Experts in field measurements may use our model to
facilitate their measurement procedure as well.

H. Highlights of Contributions

The novelty and technical contributions of this work are
summarized as follows.

1) This is the first article providing a complete procedure
on multistatic SAS imaging of moving submarines.

2) Rigorous formulations on the imaging of moving
submarines are presented, under the non-stop-and-go
premise. Most SAS models in the literature were devel-
oped for imaging of stationary targets like seabed, and
the formulations were usually incomplete.

3) The RFRT is used to concentrate the signals into lines
around τ = 0, and the modified SoWVD transform
is then applied to the concentrated signals to estimate
the azimuth FM rate. The proposed method works well
for SAS imaging, which is usually accompanied by
significant range curvature. This work is the first one to
integrate RFRT, Radon transform, and modified SoWVD
to acquire a focused SAS image of an underwater
moving target.

4) This work is the first one to propose a multistatic
configuration for SAS imaging, as well as a rigorous
method for estimating the velocity vector of an under-
water moving target, without prior knowledge.

5) In this work, we explore the possibility of integrating a
sonobuoy for SAS imaging and velocity estimation on a
moving target, increasing the flexibility and versatility
of underwater SAS imaging, which has never been
discussed in the literature before.

6) The simulation indicates that an SAS may malfunction
if a target is moving with the same velocity as the
SAS platform, which has never been discussed in the
literature. To deal with such a situation, we propose a
feasible solution by deploying a stationary sonobuoy,
against which a moving target must manifest relative
motion. Thus, SAS imaging is guaranteed to work in
the proposed multistatic SAS configuration.

7) This is the first work that elaborates on the relative
velocity and can significantly affect the target size in
the acquired image. The rigorous theory is provided and
verified by simulating eight scenarios, with the target
moving with different velocity vectors.

8) This is the first work to propose the use of scan images
projected from 3-D target models to help verify an
acquired SAS image of a moving target and identify it.

9) The proposed approach can acquire SAS images of a
moving target and estimate its velocity vector in real
time, without any prior knowledge. Hence, it can be used
in real-time monitoring and surveillance of underwater
vehicles, with the estimated velocity to predict their
possible movements.

VIII. CONCLUSION

A multistatic SAS imaging configuration, composed of
a transceiver, a towed receiver, and a stationary sonobuoy,
has been developed to acquire images of underwater mov-
ing targets. In the range model, the time delay between
transmitted and received signals is accounted for, the chirp
rate is estimated with RFRT and the modified SoWVD, and
the Doppler centroid is estimated with the Radon transform.
A semianalytical method is proposed to estimate the velocity
vector of the moving target. Eight designated cases, with the
target moving in different directions and at different speeds,
are simulated to demonstrate the merits and limits of the
proposed method. The velocity vector of the moving target
can be estimated within 3% of error if the signal-to-noise
ratio is higher than −17 dB. The SAS images mapped to the
range-azimuth plane bear a decent resemblance to the scan
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image projected from the 3-D target model. The proposed
approach has been verified with the results using conventional
RDA, CSA, and ωKA, respectively. Clear and recognizable
SAS images and an accurate velocity vector can be acquired
if SNR> −17 dB. Images of multiple moving targets can
be acquired iteratively. Blurred images can be enhanced with
autofocus algorithms, such as PGA. Comparison with other
viable sonar techniques and field measurements has also been
briefly commented on.
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