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Dual-Channel Airborne SAR Imaging of Ground
Moving Targets on Perturbed Platform
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Abstract— A dual-channel airborne synthetic aperture radar
(SAR) imaging approach is proposed to acquire well-focused
images of ground moving targets (GMTs) after compensating
for the platform trajectory deviation (PTD). The phase error
attributed to either PTD or target motion is given by a polynomial
of slow time. The SAR image before motion compensation is
segmented into multiple subimages, and a compressive-sensing
(CS) technique is applied on each subimage to estimate the poly-
nomial coefficients featuring PTD. A range-frequency reversal
transform (RFRT) and fractional Fourier transform (FrFT) are
combined to estimate the motion parameters and position of each
moving target. The proposed approach is verified with real data
and simulated data, respectively, and the moving targets in the
acquired image are well recognized.

Index Terms— Compressive sensing (CS), dual-channel, focus-
ing, fractional Fourier transform (FrFT), ground moving target
(GMT), platform trajectory deviation (PTD), range-frequency
reversal transform (RFRT), synthetic aperture radar (SAR).

I. INTRODUCTION

AIRBORNE synthetic aperture radar (SAR) techniques
have been widely used for imaging of ground moving

targets (GMTs) in battlefield surveillance [1] and urban traffic
monitor [2]. The image of a moving target is usually blurred
beyond recognition due to its motion [3]. The phase error
induced by target motion impedes conventional range-Doppler
algorithms from focusing the images in the azimuth direc-
tion [4]. Several methods have been proposed to compensate
for such effects. In [5], a second-order keystone transform
(SOKT) was proposed to compensate for high-order range-
walk error. Autofocusing of moving targets can be formulated
as an optimization problem, which is then solved by using
techniques such as compressive sensing (CS) [3], alternating
direction method of multiplier (ADMM) and robust principal
component analysis (RPCA) [6], [7].

In [3], a CS-based single-channel SAR imaging approach
was proposed to focus smeared GMT image in a target region.
The smeared target image was extracted first, on which an
inverse cross-range compression process was applied. The
phase error induced by target motion was represented as
a polynomial, and the coefficients were estimated with a
modified orthogonal matching pursuit (MOMP) and a Pearson
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correlation coefficients (PCCs) approach. A compensation
filter was then designed to focus the GMT image.

In [8], application of machine learning methods, including
convolutional neural network (CNN), to acquire high-quality
SAR/ISAR images under sparse aperture conditions were
briefly reviewed and compared with conventional CS-based
imaging methods. In [9], a structured low-rank and sparse
(SLR + S) approach was proposed to restore sparse sampling
patterns such as random missing sampling (RMS) or gap
missing sampling (GMS), followed by a fast ADMM to
acquire ISAR images.

The pulse repetition frequency (PRF) of a wide-swath SAR
surveillance system must be kept sufficiently low to avoid
range ambiguity, thus causing azimuth ambiguity and man-
ifesting ghost targets. In [10], a locating processing weighted
group lasso (LP-W-GL) approach was proposed for SAR
imaging on maritime targets. The weights on the target sam-
ples were increased to suppress clutters and mitigate ghost
targets in the acquired SAR images.

A target moving too fast may induce Doppler ambigu-
ity. In [11], a modified Keystone transform was proposed
to resolve such an issue. In [12], the Doppler ambigu-
ity problem was solved by estimating the first-order phase
error with a 2-D scaled Fourier transform (SCFT) and
estimating the second-order phase error with an improved
range frequency cross correlation function (IRFCCF). How-
ever, the residual background signals may compromise the
estimation. In [13], the cross-track velocity of a moving
target was estimated from the slope of the range walk
with Hough transform, and the range cell migration was
corrected with a SOKT. An adaptive polynomial Fourier
transform was applied to estimate the high-order phase error
associated with the along-track acceleration of the moving
target.

SAR images of moving targets can be better focused if
the background signals are removed before processing the
target [14]. For targets moving at low speed or immersed
in a wide or complicated background, their restored images
tended to be affected by clutters and became difficult to
recognize [15], With a single-channel SAR approach, the
Doppler shift induced by a moving target mingles with that
of radar motion, creating ambiguity in the estimated azimuth
position of the target [16], [17]. Multichannel approaches, such
as space-time adaptive processing [18] and displaced phase
center antenna (DPCA) [19], were proposed to correct the
azimuth position of the target.
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In practice, the radar platform may not always maintain
a straight flight path or constant velocity due to atmospheric
perturbations, resulting in range error and blurred images [20].
Modern inertial navigation system (INS) and global position-
ing system (GPS) [21] can compensate for flight path deviation
or fluctuating velocity to some extent. The residual phase
error [21] is called platform trajectory deviation (PTD) error
in this work.

Various autofocusing approaches have been proposed to
mitigate the PTD error, including phase gradient algorithm
(PGA) [22], [23], map drift [24], [25], [26], optimization
method [27], [28], maximum contrast [29], and minimum
entropy [30].

In [22], a PGA in conjunction with linear unbiased mini-
mum variance (LUMV) was proposed to estimate the phase
gradient versus slow time, and the phase error across the
full aperture was obtained by integrating the phase gradient.
However, this method worked only when strong scatterers
were present in the target area [29], [31].

In [25], a 2-D spatial-variant map-drift autofocusing tech-
nique was proposed to compensate for both range and
azimuth-dependent phase errors. In [26], full-aperture signals
were alloted to multiple subapertures, and a map-drift aut-
ofocusing approach was applied to estimate the local phase
error and platform acceleration. The platform trajectory across
the full aperture was derived by integrating the estimated
acceleration on all the subapertures.

In [27], improved Tikhonov regularization (ITR) and CS
techniques were proposed to find the optimal solutions for
autofocusing SAR images, under the conditions that the
received signals were sparse, embedding random phase error
or at low SNR. In [28], full-aperture signals were allotted to
multiple subapertures, with the phase error on each subaperture
estimated by solving an optimization problem.

Most SAR imaging methods on moving targets presumed
stationary background, and the background signals were usu-
ally removed before focusing on the moving targets [32]. Some
residual background signals will blur the image of moving
targets, and the presence of platform perturbation will blur the
image of both background and moving targets [33]. The effects
of platform perturbation and the target motion are intertwined
in the received signals and cannot be separated directly. The
range error associated with a moving target is attributed to both
motions, while that associated with the stationary background
is attributed to platform perturbation. In this work, separate
autofocusing approaches are applied to restore the images of
moving targets and backgrounds, respectively. A SAR image
acquired with a conventional range-Doppler algorithm is first
segmented into several subimages, with only a few of them
affected by moving targets. The phase error caused by PTD
is estimated and compensated by using the subimages less
affected by the moving targets. An entropy-based target detec-
tion method is then applied to narrow down the subimages
containing moving targets. The image of each moving target
is focused via iterative forward and inverse processes, and its
motion parameters are estimated with an RFRT-FrFT method.
Finally, the motion parameters derived from dual channels are
used to estimate the position of each moving target.

Fig. 1. Schematic of dual-channel airborne SAR imaging (a) on stationary
target with straight platform trajectory and (b) on GMT with PTD.

The rest of this work is organized as follows. The range
model and proposed approach are presented in Section II,
a CS technique is proposed to compensate for the phase
error due to platform trajectory deviation in Section III, an
imaging approach on moving targets is proposed in Section IV,
target recognition, verification on real data and highlights are
presented in Section V, and some conclusions are drawn in
Section VI.

II. RANGE MODEL AND PROPOSED APPROACH

Fig. 1 shows the schematic of dual-channel airborne SAR
imaging on a GMT, under the influence of PTD. The platform
without perturbation is supposed to move at a constant speed
Vp and at height h above ground. Two radars are installed on
the platform, separated by d across the track, operating at look
angle θℓ. The region of interest (ROI) is centered at a reference
point Q0 = (x0, 0, 0), the gth moving target is located at
Qg(η) at slow time η, with Qg(0) = (x0+xg0, yg0, 0). Radar s
(s = 1, 2) is located at P(s)(η), with P(1)(0) = (d/2, 0, h) and
P(2)(0) = (−d/2, 0, h). The range between radar s and the
gth moving target is R(s)g (η) = |Qg(η)P(s)(η)|. The proposed
approach is applied to acquire the images of moving targets
in the ROI, under residual PTD.

In the absence of PTD, the range between radar s and
a stationary point target at (x0 + xn, yn, 0) is given by the
following equation:

R(s)n (η) =

√
(x0 ∓ d/2 + xn)2 + (yn − Vpη)2 + h2

≃ R(s)0n −
Vp yn

R(s)0

η +
V 2

p

2R(s)0

η2, s = 1, 2 (1)
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Fig. 2. Example of PTD [34], ———: in x direction, − · − in y direction,
− − −: in z direction.

where R(s)0n = ((x0 ∓ d/2 + xn)
2
+ y2

n + h2)1/2, with s = 1, 2,
and R(s)0 = ((x0 ∓ d/2)2 + h2)1/2 is the closest range between
radar s and the reference point.

Assume the gth target moves at a velocity of x̂vgx + ŷvgy ,
and its backscattered signal is contributed by Ng scatterers,
with the nth scatterer located at Qgn(η) = (x0 + xg0 + xgn +

vgxη, yg0+ ygn +vgyη, 0). The range between the nth scatterer
and radar s is given by the following equation:

R(s)gn (η) =

∣∣∣Qgn(η)P(s)(η)
∣∣∣

=

{
(x0 ∓ d/2 + xg0 + xgn + vgxη)

2

+ [yg0 + ygn + (vgy − Vp)η]
2
+ h2

}1/2

s = 1, 2

The difference between R(s)gn (η) and R(s)0n is referred to as
the GMT range error, which can be approximated by a
second-order polynomial of η as follows [3]:

1R(s)g (η) = R(s)gn (η)− R(s)0n ≃ γ
(s)
g1 η + γ

(s)
g2 η

2 (2)

where the first-order term and the second-order term induce an
azimuth position shift and blurring, respectively, of the moving
target in the acquired image, with the coefficients given by the
following equation:

γ
(s)
g1 =

vgx (x0 ∓ d/2 + xg0)+ (vgy − Vp)yg0

R(s)0

(3)

γ
(s)
g2 =

v2
gx + (vgy − Vp)

2

2R(s)0

−

[
vgx (x0 ∓ d/2 + xg0)+ (vgy − Vp)yg0

]2
2
(

R(s)0

)3 . (4)

We use the data shown in Fig. 2 [34] to simulate the residual
PTD after correction with INS or GPS technique. Similarly,
the range between a stationary background scatterer at (x0 +

xn, yn) and radar s is given by the following equation [20]:

R(s)bn (η) = R(s)n (η)+1R(s)p (η) (5)

where 1R(s)p (η) is approximated with a third-order polynomial
of η as follows [35]:

1R(s)p (η) ≃ β
(s)
1 η + β

(s)
2 η2

+ β
(s)
3 η3. (6)

TABLE I
DEFAULT PARAMETERS USED IN SIMULATIONS

By superposing the range errors attributed to both target
motion and platform perturbation, the range between the gth
moving target can be approximated as follows:

R(s)gn (η) = R(s)0n +1R(s)g (η)+1R(s)p (η). (7)

The transmitted signal is a linear frequency modulation
(LFM) pulse

s0(τ ) = rect (τ/Tr ) e j2π fcτ e jπKr τ
2

where fc is the carrier frequency, Kr is the chirp rate, Tr is
the pulsewidth, and

rect(t) =

{
1, |t | ≤ 1/2
0, otherwise

is a window function.
The backscattered signal after demodulation is given by the

following equation:

s(s)1 (τ, η) =

N∑
n=1

A(s)n rect

(
τ − τ

(s)
n

Tr

)

× e− j4π fc R(s)n (η)/ce jπKr

(
τ−τ

(s)
n

)2

(8)

where N is the number of scatterers, A(s)n is the backscattering
coefficient of the nth scatterer, and τ

(s)
n = 2R(s)n (η)/c. The

range models in (5) and (7) are used for stationary background
and moving target, respectively.

In practice, the image on an ROI can be acquired by
extracting the received signals in specific fast-time intervals
and Doppler frequency bands, respectively. Fig. 3(a) shows
an X-band SAR image of a region in Wachtberg, Germany
[36], to simulate the background image. By comparing the
background intensity with that of metal objects in the image,
the backscattering coefficients are calibrated over the interval
of 0.25–0.45, with 1.0 for metal objects. Fig. 3(c) shows a
3-D model of an M1A2 Abrams tank to simulate a GMT,
which is approximated as a perfect electric conductor and its
backscattered signals are computed with physical optics (PO)
theory.
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Fig. 3. (a) X-band SAR image centered at (50◦37′2′′N, 7◦7′42.2′′ E),
Wachtberg, Germany [36], (b) same region on Google Earth, and (c) model
of M1A2 Abrams.

TABLE II
MOTION PARAMETERS OF GMTS

Table I lists the default parameters used in the simulations.
Based on these parameters, slight uncertainty of scatterer
height or scatterer position by about 5 cm may shift the phase
of backscattered signal over 2π . Hence, the phase in each pixel
is picked randomly from [−π, π) in this work. Two M1A2
Abrams tanks are simulated as moving targets, with their initial
position and velocity components listed in Table II.

Fig. 4 shows the flowchart of the proposed iterative
two-stage SAR imaging approach, which is capable of focus-
ing the images of the background and the moving targets sepa-
rately. Fig. 5 shows the breakdown flow-charts of RDA, IRDA,
and IRDAg , respectively, and Fig. 6 shows the breakdown
flow-charts of the PTD autofocusing and GMT autofocusing,
respectively. Compositional processes in these flow-charts can

Fig. 4. Flowchart of iterative two-stage SAR imaging approach.

Fig. 5. Flow-charts of (a) RDA, (b) IRDA, and (c) IRDAg in Fig. 4.

be found in [18] and [40]. Different surveillance modes
for airborne SAR applications were discussed in [38], and
some commonly used autofocusing approaches were presented
in [39] and [40].

III. COMPENSATION OF PHASE ERROR DUE TO PTD

Fig. 7(a) shows the original SAR image without any com-
pensation. The spatial resolutions are 1x = 0.21 m and
1y = 0.2 m. The image of the stationary background is
smeared by the PTD phase error, while the areas around the
GMTs, as enclosed by white rectangles, are smeared by both
GMT and PTD phase errors. The GMT phase error tends to
spread over a wider area than its residing pixels in the acquired
image, and the outward infiltration of GMT phase error is
exacerbated by the fact that the backscattered signals from
GMTs are much stronger than those from the surrounding
background.
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Fig. 6. Flow-charts of (a) PTD autofocusing and (b) GMT autofocusing in
Fig. 4.

Fig. 7. Acquired SAR image (a) without compensation and (b) with PTD
compensation. Areas affected by GMT are enclosed with a white rectangle.

The number of pixels smeared by GMT phase error takes a
small percentage of pixels. Thus, the pixels unaffected by the
GMT phase error will be used to estimate the PTD phase error.
First, we divide the SAR image in Fig. 7(a) into 64 subimages

of equal size (about 25 × 25 m), and apply the inverse RDA
in Fig. 5(a) on each subimage to restore the corresponding
backscattered signals as in (8). These subimages are expected
to bear the PTD phase error specified in (6).

The restored backscattered signals after applying the inverse
RDA to a subimage is given by the following equation:

s(s)1b (τ, η) =

Nb∑
n=1

A(s)bn rect

(
τ − τ

(s)
bn

Tr

)

× e− j4π fc R(s)bn (η)/ce jπKr

(
τ−τ

(s)
bn

)2

where Nb is the number of background scatterers in the
subimage, A(s)bn and τ (s)bn are the backscattering coefficient and
time delay, respectively, from the nth scatterer, with

τ
(s)
bn = 2

[
R(s)n (η)+1R(s)p (η)

]/
c.

Next, take the range Fourier transform of s(s)1b (τ, η) to have

S(s)2b ( fτ , η) = Fτ
{

s(s)1b (τ, η)
}

=

Nb∑
n=1

A(s)bn rect ( fτ /Br )

× e− jπ f 2
τ /Kr e− j4π( fc+ fτ )

[
R(s)n (η)+1R(s)p (η)

]/
c

which is multiplied with a range compression filter Hrc( fτ ) =

e jπ f 2
τ /Kr to obtain

S(s)3b ( fτ , η) = S(s)2b ( fτ , η)Hrc( fτ ) =

Nb∑
n=1

A(s)bn rect ( fτ /Br )

× e− j4π( fc+ fτ )
[

R(s)n (η)+1R(s)p (η)
]/

c
. (9)

A. Estimation of PTD Range Error

Next, a CS technique is applied to each subimage to
estimate the coefficients β(s)1 , β(s)2 and β(s)3 of PTD range error
1R(s)p (η) in (6). The values of S(s)3b (0, ηm)’s of the subimage
are first vectorized as S̄(s)3b = [S(s)3b [1], S(s)3b [2], . . . , S(s)3b [Na]]

t ,

where ηm = (−Na/2 + m − 1)/Fa , S(s)3b [m] = S(s)3b (0, ηm)

as in (9), and R(s)n [m] = R(s)n (ηm) as in (1). Note that
strong reference scatterers are not required as with the
PGA [29], [31].

Then, compute atoms of a dictionary as follows [41]:

ψ̄ (s)(β̄) =



Nb∑
n=1

e− j4π fc R(s)n [1]/c

Nb∑
n=1

e− j4π fc R(s)n [2]/c

...
Nb∑

n=1

e− j4π fc R(s)n [Na ]/c



◦


e− j4π fc

(
β
(s)
1 η1+β

(s)
2 η2

1+β
(s)
3 η3

1

)/
c

e− j4π fc

(
β
(s)
1 η2+β

(s)
2 η2

2+β
(s)
3 η3

2

)/
c

...

e− j4π fc

(
β
(s)
1 ηNa +β

(s)
2 η2

Na +β
(s)
3 η3

Na

)/
c


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Fig. 8. Distribution of (a) estimated β̄ and (b) estimation error ξβ , over
64 subimages, s = 1.

where ◦ means direct product, the first vector represents the
signal from the subimage area with uniform backscattering
coefficient, and the second vector represents the PTD phase

error. An atom is associated with a particular set of β̄(s) =

[β
(s)
1 , β

(s)
2 , β

(s)
3 ]

t on a 3-D grid, where B1 min ≤ β
(s)
1 ≤ B1 max,

B2 min ≤ β
(s)
2 ≤ B2 max and B3 min ≤ β

(s)
3 ≤ B3 max. The grid

spacing is 1βn = (Bn max − Bn min)/Un , given Un grid points,
with n = 1, 2, 3. This dictionary ¯̄9(s) contains U1U2U3 atoms.

With dictionary ¯̄9(s), S̄(s)3b is encoded as S̄(s)3b =
¯̄9(s) · x̄ (s)β ,

where x̄ (s)β is a coefficient vector of dimension U1U2U3, which
is determined by solving an optimization problem [42], [43]

˜̄x (s)β = arg min
x̄ (s)β

∥∥∥x̄ (s)β
∥∥∥

1

s.t.
∥∥∥S̄(s)3b −

¯̄9(s) · x̄ (s)β
∥∥∥

2
≤ ε (10)

where ∥x̄ (s)β ∥1 is the 1-norm of x̄ (s)β , and ε is a tolerance. The
optimization problem in (10) can be solved with the CVX
tool [44]. The PTD range error in the subimage is given by
the following equation:

1R̃(s)p (η) = β̃
(s)
1 η + β̃

(s)
2 η2

+ β̃
(s)
3 η3.

Fig. 8(a) shows the estimated β̄ vectors over 64 subimages
segmented from Fig. 7(a). Most β̄ vectors cluster around the
true vector and only a few β̄’s associated with subimages
containing GMT signals deviate from the cluster center. The
coefficients are estimated by taking the average over the
clustering β̄ vectors, and the results are listed in Table III.

TABLE III
COEFFICIENTS OF PTD RANGE ERROR

Fig. 9. Range errors, : true PTD range error, : estimated
with proposed approach, : estimated with PGA, : estimated
with PGA in the presence of GMTs.

Define an estimation error as ξβ = 100 × |
˜̄β − β̄|/|β̄|

(%), where ˜̄β is the estimated vector of β̄ on a subimage.
Fig. 8(b) shows the estimation error over 64 subimages. The
subimages with larger estimation error overlap with the blurred
areas shown in Fig. 7(a).

Fig. 9 shows the PTD range error estimated with the
proposed approach is very close to the true value. The range
error estimated with the PGA [22] is slightly different from
the true value in case there are no moving targets, but becomes
larger if the effects of moving targets are included.

B. Compensation of Range Error

To compensate for the PTD range error embedded in
the image of Fig. 7(a), first apply a compensation filter
H (s)
β ( fτ , η) = e j4π( fc+ fτ )1R̃(s)p (η)/c to S(s)3b ( fτ , η) as follows:

S̃(s)3b ( fτ , η) = S(s)3b ( fτ , η)H
(s)
β ( fτ , η)

=

Nb∑
n=1

A(s)bn rect ( fτ /Br ) e− j4π( fc+ fτ )R
(s)
n (η)/c

which is Fourier transformed in azimuth to have

S̃(s)4b ( fτ , fη) = Fη
{

S̃(s)3b ( fτ , η)
}

=

Nb∑
n=1

A(s)bn rect ( fτ /Br )

× e− j4π( fc+ fτ )R
(s)
0n /ce j2π( fc+ fτ )y2

bn

/(
cR(s)0

)
× e− j2π fη ybn/Vp e jπ f 2

η cR(s)0

/[
2( fc+ fτ )V 2

p

]
and multiplied with a range compression filter H (s)

crc ( fτ , fη) =

e− jπ f 2
η cR(s)0 /[2( fc+ fτ )V 2

p ] as follows:

S̃(s)5b ( fτ , fη) = S̃(s)4b ( fτ , fη)H (s)
crc ( fτ , fη)

=

Nb∑
n=1

A(s)bn rect ( fτ /Br ) e− j4π( fc+ fτ )R
(s)
0n

/
c

× e j2π( fc+ fτ )y2
bn

/(
cR(s)0

)
e− j2π fη ybn/Vp .
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Fig. 10. Acquired images (a) without any phase error, (b) perturbed by PTD,
(c) with PGA, and (d) with proposed CS-based PTD compensation.

By taking the inverse Fourier transform of S̃(s)5b ( fτ , fη) in
range, we have

S̃(s)6b (τ, fη) = F−1
τ

{
S̃(s)5b ( fτ , fη)

}
=

Nb∑
n=1

A(s)bn e− j4π fc R(s)0n

/
ce j2π fc y2

bn

/(
cR(s)0

)
× e− j2π fη ybn/Vp

× Br sinc
{

Br
[
τ − 2R(s)0n

/
c + y2

bn
/(

cR(s)0
)]}

which is inverse Fourier transformed in azimuth to have

s̃(s)7b (τ, η) = F−1
η

{
S̃(s)6b (τ, fη)

}
=

Nb∑
n=1

A(s)bn rect( fτ /Br )e− j4π fc R(s)0n /ce j2π fc y2
bn

/(
cR(s)0

)
× Br sinc

{
Br
[
τ − 2R(s)0n

/
c + y2

bn
/(

cR(s)0
)]}

× Fasinc{Fa(η − ybn/Vp)}. (11)

Fig. 7(b) shows the image after PTD compensation, most of
the background image is well focused.

Fig. 10(a) and (b) show the acquired images with and
without PTD range error, respectively. Fig. 10(c) and (d) show
the images compensated with the PGA [22] and the proposed
PTD compensation method, respectively. It is observed that the
image compensated with PGA manifests artifacts of horizontal
streaks, possibly affected by the presence of moving targets.

IV. IMAGING OF MOVING TARGETS

A. Detection of GMTs With Entropy
A moving target can be detected in an image from the

smeared area around it. In [32], an autofocusing approach
was applied to each subimage segmented from a larger SAR
image, and the output contrast was used to determine if
moving targets were present in the subimage. The contrast
was enhanced by multiplying the output with those from

smaller subimages. In this work, a multiframe entropy-based
detection method is applied to narrow down the image area
containing moving targets.

Let the magnitude of SAR image in Fig. 7(b) after the ℓth
iteration be A(ℓ)(τ, η) = |s̃7b(τ, η)|, which is mapped to the xy
plane as A(ℓ)(x, y) for convenience of inspection. Divide the
image into K × K subimages of equal area DK . Compute the
entropy of the wth subimage located in Z Kw of the xy plane
as follows [45]:

E
{

A(ℓ)Kw
}

=
1

DK

∫∫
Z Kw

A(ℓ)Kw(x, y) log10 A(ℓ)Kw(x, y)dxdy

and a level-K entropy distribution over the whole image is
given by the following equation:

E (ℓ)K (x, y) = E
{

A(ℓ)Kw
}
, (x, y) ∈ Z Kw.

In the simulations, we choose K = 8, 16, 32, 64, and 128,
corresponding to subimage sizes of 25 × 25 m, 12.5 ×

12.5 m, 6.25 × 6.25 m, 3.125 × 3.125 m and 1.5625 ×

1.5625 m, respectively. Fig. 11 shows the entropy distribution
E (1)K (x, y), with K = 8, 32, and 128, respectively. As the
subimages get smaller, the whereabout of moving targets and
finer background features become more obvious.

Next, compute an enhanced entropy distribution as follows:

E (ℓ)(x, y) =

∏
K=8,16,32,64,128

E (ℓ)K (x, y). (12)

Fig. 12(a) shows the enhanced entropy distribution after the
first iteration. The blurred areas containing moving targets are
smaller than their counterparts in Fig. 7(b).

Then, an IRDA process is applied on each blurred area
to restore an equivalent received signal after demodulation
associated with the gth moving target as follows:

s(sℓ)1g (τ, η) =

Ng∑
n=1

A(s)gn rect

(
τ − τ

(s)
gn

Tr

)

× e− j4π fc R(s)gn (η)/ce jπKr

(
τ−τ

(s)
gn

)2

where Ng is the number of scatterers in the gth blurred
area, A(s)gn and τgn are the backscattering coefficient and time
delay, respectively, of the nth scatterer, with τ (s)gn = 2[R(s)0n +

1R(s)g (η)+1R(s)p (η)]/c.
To compensate for the effect of target motion, first apply

range compression to s(sℓ)1g (τ, η) by taking its range Fourier
transform to have

S(s)2g ( fτ , η) = Fτ
{

s(sℓ)1g (τ, η)
}

≃

Ng∑
n=1

A(s)gn rect ( fτ /Br )

× e− jπ f 2
τ /Kr e− j4π( fc+ fτ )R

(s)
gn (η)/c

and apply range-compression filter and PTD compensation
filter to have

S(s)3g ( fτ , η) = S(s)2g ( fτ , η)Hrc( fτ )H
(s)
β ( fτ , η)

=

Ng∑
n=1

A(s)gn rect ( fτ /Br )

× e− j4π( fc+ fτ )
[

R(s)0n +γ
(s)
g1 η+γ

(s)
g2 η

2
]/

c (13)
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Fig. 11. Entropy distribution E(1)K (x, y), (a) K = 8, (b) K = 32, and
(c) K = 128.

where γ (s)g1 and γ (s)g2 are the coefficients in the range model of
the gth moving target as in (2).

B. Estimation of GMT Range Error With RFRT-FrFT

An RFRT-FrFT is applied to estimate γ
(s)
g1 and γ

(s)
g2 in

(13). First remove the cross-coupled terms, fτη and fτη2 in
S(s)3g ( fτ , η), by applying range frequency reversal transform
(RFRT) on S(s)3g ( fτ , η) to have

S(s)g ( fτ , η) = S(s)3g ( fτ , η)S
(s)
3g (− fτ , η) =

Ng∑
n=1

(
A(s)gn

)2

×
[
rect ( fτ /Br )

]2 e− j8π fc R(s)0n

/
c

× e− j8π
(
γ
(s)
g1 η+γ

(s)
g2 η

2
)/
λc (14)

Fig. 12. Enhanced entropy distribution (a) E(1)(x, y), (b) E(3)(x, y), and
(c) E(5)(x, y).

which is inverse Fourier transformed in range to have

s(s)g (τ, η) = F−1
τ

{
S(s)g ( fτ , η)

}
=

Ng∑
n=1

(
A(s)gn

)2

× sinc(Brτ)e− j8πR(s)0n /λc e− j8π
(
γ
(s)
g1 η+γ

(s)
g2 η

2
)/
λc

(15)

where λc = c/ fc is the wavelength at the carrier frequency.
Next, apply a fractional Fourier transform (FrFT) to

s(s)g (τ, η) to have [4]

S(s)g (τ, φ, u) =

∫
∞

−∞

Kφ(u, η)s(s)g (τ, η)dη (16)
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with the kernel

Kφ(u, η) =


√

1− j cotφe jπ
(
η2 cotφ−2 uη cscφ+u2 cotφ

)
φ ̸= nπ

δ(u − η), φ = 2 nπ
δ(u + η), φ = (2n ± 1)π.

Explicitly, (16) is reduced to

S(s)g (τ, φ, u) =
√

1− j cotφ
Ng∑

n=1

(
Agn
)2 e− j8πR(s)0n

/
λc

× e jπu2 cotφ
∫ Ta/2

−Ta/2
e− j2π

(
α
(s)
g1 η+α

(s)
g2 η

2
)

dη

(17)

where

α
(s)
g1 =

4γ (s)g1

λc
+ u cscφ (18)

α
(s)
g2 =

4γ (s)g2

λc
− 0.5 cotφ. (19)

If αg2 = 0, (17) becomes

S(s)g (τ, φ, u) =
√

1− j cotφ
Ng∑

n=1

(
Agn
)2 e− j8πR(s)0n /λc

× e jπu2 cotφTasinc
{

Ta

(
u cscφ + 4γ (s)g1

/
λc

)}
(20)

where the sinc function indicates a peak value at (u, φ) =

(ug, φg), leading to

γ̃
(s)
g1 = −

ugλc cscφg

4
. (21)

By substituting the condition α(s)g2 = 0 and φ = φg into (19),
we have

γ̃
(s)
g2 =

λc cotφg

8
. (22)

Fig. 13 shows the magnitude of S(1)g (τ, φ, u) after the
7th iteration, with g = 1 and g = 2, respectively. As the
blurred areas containing moving targets shrink with iteration,
the peak in Fig. 13 becomes more obvious. Table IV(a) lists
the estimated coefficients γ̃ (s)g1 and γ̃ (s)g2 and their true values.
Define a GMT range error index for target g as follows:

ξ (s)γ = 100 ×

∣∣ ˜̄γ (s)g − γ̄
(s)
g
∣∣∣∣γ̄ (s)g

∣∣ (%)

where γ̄ (s)g = [γ
(s)
g1 , γ

(s)
g2 ]

t and ˜̄γ
(s)
g = [γ̃

(s)
g1 , γ̃

(s)
g2 ]

t . Fig. 14
shows that the GMT range error indices decrease steadily with
iteration.

Fig. 13. Magnitude of S(1)g (τ, φ, u) after 7th iteration (a) g = 1 and
(b) g = 2.

Fig. 14. GMT range error index versus iteration, : g = 1, s = 1,
: g = 1, s = 2, : g = 2, s = 1, : g = 2, s = 2.

C. Estimation of Target Position and Velocity

The coordinate xg0 of the gth moving target is first estimated
from the enhanced entropy distribution E (ℓ)(x, y) as x̃g0. From
(3), vgx is estimated as ṽgx ≃ R0(γ̃

(2)
g1 − γ̃

(1)
g1 )/d, where R(1)0

and R(2)0 are approximated as R0, which is the range from the
reference point Q0 to the middle point between the two radars
at η = 0.

Next, the velocity component vgy is derived by solving (3)
and (4) as follows:

ṽ(s)gy ≃ Vp −
1

|x0 ∓ d/2 + x̃g0|

×

{(
γ̃
(s)
g1
)2[
(x0 ∓ d/2 + x̃g0)

2
−
(

R(s)0
)2]

+ 2R(s)0 γ̃
(s)
g2 (x0 ∓ d/2 + x̃g0)

2
}1/2
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TABLE IV
MOTION PARAMETERS OF MOVING TARGETS. (a) γ COEFFICIENTS.

(b) MOVING TARGET 1. (c) MOVING TARGET 2

where we assume x0 ≫ |yg0| and Vp ≫ |vgy |. Finally, (3)
implies

ỹ(s)g0 ≃
γ̃
(1)
g1 R(s)0 − ṽgx (x0 ∓ d/2 + x̃g0)

ṽgy − Vp

and yg0 is estimated as ỹg0 = (ỹ(1)g0 + ỹ(2)g0 )/2.
Table IV(b) and (c) list the true and estimated position and

velocity of the two moving targets. The estimation error on
velocity of the gth moving target is defined as follows:

ξg = 100 ×
| ˜̄vg − v̄g|

|v̄g|
(%)

with ˜̄vg = [ṽgx , ṽgy]
t and v̄g = [vgx , vgy]

t .
Based on the estimated range error of the gth moving target,

1R̃(s)g (η) = γ̃
(s)
g1 η + γ̃

(s)
g2 η

2, a compensation filter is defined
as follows:

H (s)
gγ ( fτ , η) = e j4π( fc+ fτ )1R̃(s)g (η)/c

× exp

{
j 4π( fc+ fτ )

(
Vp ỹg0

R(s)0

η −
V 2

p

2R(s)0

η2

)}
(23)

where the first factor compensates for the GMT range error
and the second-factor restores R(s)0n in (13) to R(s)n (η) using
the relation in (1). By applying the filter in (23) to S3g( fτ , η)
in (13), we obtain an equivalent signal from the gth moving
target centered at (x̃g0, ỹg0)

S̃(s)3g ( fτ , η) = Hgγ ( fτ , η)S
(s)
3g ( fτ , η)

=

Ng∑
n=1

A(s)gn rect ( fτ /Br ) e− j4π( fc+ fτ )R
(s)
n (η)/c.

D. Imaging of Individual Moving Target
Take the azimuth Fourier transform of S̃(s)3g ( fτ , η) to have

S̃(s)4g ( fτ , fη)

= Fη
{

S̃(s)3g ( fτ , η)
}

=

Ng∑
n=1

A(s)gn rect ( fτ /Br )

× e− j4π( fc+ fτ )R
(s)
0n

/
ce j2π( fc+ fτ )(yg0+ygn)

2
/(

cR(s)0

)
× e− j2π fη(yg0+ygn)/Vp e jπ f 2

η cR(s)0

/[
2( fc+ fτ )V 2

p

]
which is applied with a cross-range compression filter to have

S̃(s)5g ( fτ , fη) = S̃(s)4g ( fτ , fη)Hcrc( fτ , fη)

=

Ng∑
n=1

A(s)gn rect ( fτ /Br ) e− j4π( fc+ fτ )R
(s)
0n

/
c

× e j2π( fc+ fτ )(yg0+ygn)
2
/(

cR(s)0

)
× e− j2π fη(yg0+ygn)/Vp .

By taking the inverse Fourier transform of S̃(s)5g ( fτ , fη) in
range, followed by the inverse Fourier transform in azimuth,
we have the image of the gth moving target

s̃(sℓ)7g (τ, η)

= F−1
η

{
F−1
τ

{
S̃(s)5g ( fτ , fη)

}}
=

Ng∑
n=1

Agnrect ( fτ /Br ) e− j4π fc R(s)0n

/
ce j2π fc(yg0+ygn)

2
/(

cR(s)0

)
× Br sinc

{
Br
[
τ − 2R(s)0n

/
c + (yg0 + ygn)

2/(cR(s)0
)]}

× Fasinc{Fa[η − (yg0 + ygn)/Vp]}.

The image composed of all the G moving targets after the ℓth
iteration is acquired as follows:

s̃(ℓ)7G(τ, η) =

G∑
g=1

s̃(ℓ)7g (τ, η).

E. Enhancement of Moving Target Image

The acquired image of moving targets can be further
enhanced by iteration. Take the amplitude distribution of
the moving target images acquired after the ℓth iteration,
A(ℓ+1)(τ, η) = |s̃(ℓ)7G(τ, η)|, then compute level-K entropy

distributions, E (ℓ+1)
K (x, y), with K = 8, 16, 32, 64, and 128,

followed by an enhanced entropy distribution E (ℓ+1)(x, y) as
in (12). By applying an IRDA process to the two blurred
areas, which are smaller than their counterparts in the previous
iteration, the moving-target signals are restored as follows:

s(ℓ+1)
1G (τ, η) =

G∑
g=1

s(ℓ+1)
1g (τ, η)

where s(ℓ+1)
1g (τ, η) is the restored backscattered signal of the

gth moving target in the current iteration. Then, the back-
ground signals are separated from the original backscattered
signals as follows:

s1b(τ, η) = s1(τ, η)−

G∑
g=1

s(ℓ+1)
1g (τ, η).

Thus, both the background signals and the moving-target
signals are more distinctly separated to acquire better-focused
images of s̃(ℓ+1)

7G (τ, η) and s̃7b(τ, η), respectively.
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Fig. 15. (a) Acquired SAR image, (b) moving target image, g = 1, and
(c) moving target image, g = 2.

The GMT range error is compensated iteratively until the
following criterion is satisfied [28]:

ξ (ℓ) =
1
Ta

∫ Ta/2

−Ta/2

∣∣∣1R̃(s,ℓ)g (η)−1R̃(s,ℓ−1)
g (η)

∣∣∣ dη < ξmin

where 1R̃(s,ℓ)g (η) is the estimated GMT range error in the ℓth
iteration, and ξmin is a tolerance.

Fig. 15(a) shows the final SAR image of the ROI, in which
both the background and two moving targets are well focused.
Fig. 15(b) and (c) show the magnified images of the two
moving targets, respectively.

F. Computational Load and Velocity Error

Table V lists the numbers of multiplications required in
various processes of the proposed approach in one iteration.
The signal S(s)g ( fτ , η) after the RFRT process clusters in a
narrow strip around the η axis, hence only N ′

r (N ′
r ≪ Nr )

range-frequency bins are needed for the subsequent FrFT. The
grid numbers over φ and u in the FrFT process are Nφ and Nu ,
respectively, which determine the resolution of the estimated
parameters. The simulations are run with MATLAB R2019a
on a PC with i7-3.00 GHz CPU and 32 GB memory.

V. TARGET RECOGNITION AND HIGHLIGHTS

In this section, the acquired images of moving targets
are used for recognition to validate their fidelity for field
applications. Fig. 16 shows the SAR images and scan images
of four different main battle tanks, M1A2 Abrams, Leopard 2,
T14 Armata, and ZTZ 99.

Define the intensity (in dB) of an image pixel as follows:

I (x, y) = 20 log10 |s̃7g(x, y)|.

Fig. 16. Images of moving targets (a)–(d) intensity of SAR image and
(e)–(h) scan image of 3-D model. (a): M1A2 Abrams, (b): Leopard 2,
(c): T14 Armata, and (d): ZTZ 99.

Fig. 17 shows that the cumulative distribution functions
(CDFs) of pixel intensity on four different tanks are very
similar.

The contour of each target can be delineated by using
an edge-enhanced intensity image given by the following
equation [47]:

Ivh(x, y) =

√
I 2
h (x, y)+ I 2

v (x, y)

where Ih(x, y) = I (x, y + 1y) − I (x, y − 1y) enhances
horizontal edges and Iv(x, y) = I (x +1x, y)− I (x −1x, y)
enhances vertical edges. The edge-enhanced intensity image
is then used to determine the center of the target.
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TABLE V
COMPUTATIONAL LOAD

Fig. 17. CDF of pixel intensity in acquired SAR image, ——–: M1A2
Abrams, − − −: Leopard 2, ——–: T14 Armata, − − −: ZTZ 99.

TABLE VI
INDEX OF CONTOUR MATCHING

Next, define an index of contour matching between two
edge-enhanced intensity images g and q as follows:

ζgq =

√√√√ 1
Nφ

Nφ−1∑
n=0

|rg(n1φ)− rq(n1φ)|2

where Nφ is the number of spokes spanned from the target
center, at a uniform angular interval of 1φ = 2π/Nφ , and
rg(φ) is the spoke length at angle φ in image g. Table VI
indicates that ζgq is an effective index for classifying these
four tanks.

A. Real-Data for PTD Compensation

The efficacy of the proposed approach is further verified on
a set of real airborne X-band GMT-SAR data in [48], with
relevant parameters listed in Table VII. The signals backscat-
tered from a region of 80 × 320 m is processed. Fig. 18(a)
shows the acquired SAR image without any compensation,
which looks blurred.

TABLE VII

DEFAULT PARAMETERS USED IN [48]

Fig. 18. SAR image acquired from real data [48] (a) without PTD
compensation, (b) with PTD compensation, and (c) reference SAR image
in [48].

Fig. 18(b) shows the acquired image with platform pertur-
bation compensated with the proposed approach. The image
is better focused compared with that in Fig. 18(a). Since a
single-channel configuration was adopted in [48], the true
target position cannot be accurately estimated.

B. Highlights of Contributions

The contributions of this work are summarized as follows.
1) A dual-channel SAR configuration is proposed to esti-

mate the position of a moving target without azimuth
ambiguity.

2) The PTD and GMT phase errors on the background and
moving targets are modeled separately and compensated
iteratively to acquire focused images.

3) Enhanced entropy distribution is proposed to confine the
smeared areas affected by the moving targets.

4) Both images of background and moving targets are
enhanced iteratively, preserving most features for
recognition.

5) PO theory is used to simulate backscattered signals from
moving targets, providing more flexibility to develop
SAR imaging methods on targets without measurement
data.
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VI. CONCLUSION

A dual-channel SAR imaging approach is proposed to
acquire the images of moving targets separately from the
stationary background, and the target positions can be accu-
rately estimated. The range error due to platform perturbation
and moving targets are represented as polynomials of slow
time. The SAR image without compensation is segmented
into multiple subimages, on which a CS technique is applied
to estimate the polynomial coefficients featuring the platform
perturbation. A multilevel enhanced entropy distribution is
proposed to confine the image areas affected by the moving
targets. An RFRT-FrFT is applied on each confined area to
estimate the polynomial coefficients featuring a moving target.
The images of both moving targets and the background are
further enhanced by iteration. The proposed approach is ver-
ified with real and simulated backscattered data, respectively,
acquiring images for creditable recognition.
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