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Dispersive FDTD Scheme and Surface Impedance
Boundary Condition for Modeling Pulse

Propagation in Very Lossy Medium
Zhi-Hong Lai and Jean-Fu Kiang

Abstract— A dispersive surface impedance boundary condition
(SIBC) is implemented in a dispersive finite-difference time-
domain (FDTD) scheme to model pulse propagation and scat-
tering from an aquifer, which has high permittivity and high
conductivity. A quadratic complex rational function (QCRF) is
adopted to model the dispersive media over a wide frequency
band for implementing the dispersive FDTD scheme. The pro-
posed method is demonstrated by simulating the operation of
ground-penetrating radar (GPR) in detecting water table. Group
delay and pulse-broadening parameter (PBP) are defined to
analyze the deformation of pulses propagating in a dispersive
lossy medium.

Index Terms— Boundary conditions, electromagnetic propa-
gation in absorbing media, finite difference methods, ground-
penetrating radar (GPR), numerical simulation, soil moisture,
surface impedance.

I. INTRODUCTION

GROUND-penetrating radars (GPRs) have been widely
used to evaluate the condition of bridges, roads, and

railways [1], ice profile and glaciology [2], and soil and
liquid contamination [3]; to detect ground water [4], landmine,
and unexploded ordnance (UXO) [5]; and so on. Numerical
modeling techniques on GPR forward problem have been
widely developed to understand the scattering mechanism
underground [5]–[7]. FDTD as one of the most popular numer-
ical modeling techniques on GPR was proposed by Yee [8] and
various FDTD techniques have been developed for different
applications [9], including unconditionally stable FDTD [10],
domain-decomposition FDTD [11], dispersive FDTD [12],
and so on. The unconditionally stable FDTD methods were
proposed to mitigate the Courant–Friedrich–Levy (CFL) limi-
tation on time steps [10], the domain-decomposition FDTD
method was proposed to solve problems with very large
computational domain [11], and the dispersive FDTD methods
were designed for problems involving dispersive media [12].
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Pulses emitted from typical GPRs contain frequency com-
ponents in 20–1000 MHz, hence the effective wavelength in
soils, with effective dielectric constant around �re = 9, falls
in the range of 0.1–5 m. The permittivity and conductiv-
ity of soils vary with frequency, neglecting their frequency
dependence may induce substantial errors in retrieving geo-
metrical parameters from the received signals [6], [13]– [15].
In [13], a multidimensional Fourier pseudospectral time-
domain (PSTD) algorithm was used to simulate GPR measure-
ments in dispersive medium and nondispersive medium. The
reflected signals from a dispersive medium display different
features, compared to those from a nondispersive medium.
In [15], a 3-D piecewise linear recursive convolution (PLRC)
finite-difference time-domain (FDTD) algorithm was imple-
mented to simulate a GPR system for detecting different
objects immersed in different types of dispersive soil, which
were modeled as two-term Debye media.

A quadratic complex rational function (QCRF) was used
to characterize the properties of complicated dispersive media
like human tissues [16], concrete materials [17], and thin-film
solar cells [18]. Numerical accuracy of QCRF applied to an
FDTD scheme was investigated in [19]. In [12], a double
averaging technique was reported to achieve more accurate
results than using direct FDTD implementation.

A frequency-domain surface impedance boundary condition
(SIBC), which relates the tangential electric field and mag-
netic field on the interface between two adjacent media, was
introduced by Leontovich [20] in the 1940s and developed by
Senior [21] in 1960. The SIBC can be used to substitute the
field distribution in a spatial volume by those on its boundary
surface, significantly reducing the number of unknowns and
the computational load in numerical implementation. The con-
cept of time-domain surface impedance received little attention
until 1990s. Beggs et al. [22] introduced an SIBC valid at a
given frequency and a dispersive SIBC over a frequency band.
An SIBC can be implemented as a time-domain convolution if
the medium is nondispersive. In [23], a method was proposed
to implement a dispersive SIBC as a time-domain convolution
in modeling a dispersive coating.

In this article, a time-domain SIBC is implemented in
the middle of a dispersive medium, in conjunction with
a dispersive FDTD scheme in the medium on one side
of the SIBC. Group delay and pulse-broadening parameter
(PBP) in lossy media are defined to analyze the propagation
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and deformation of pulses in a dispersive lossy medium.
Scenarios resembling typical GPR operation are simulated to
demonstrate the efficacy of the proposed method. This article
is organized as follows. A dispersive FDTD scheme with
medium characterized by QCRF is presented in Section II,
the implementation of a dispersive SIBC on one side of a
dispersive lossy medium is presented in Section III, the PBP
and group delay in a dispersive lossy medium are elaborated in
Section IV, the simulation results are discussed in Section V,
and some conclusions are drawn in Section VI.

II. DISPERSIVE FDTD SCHEME WITH A MEDIUM

CHARACTERIZED BY QCRF

The relative permittivity of a dispersive lossy medium over
a given frequency band can be approximated by a QCRF as

�r ( jω) = α0 + α1( jω) + α2( jω)2

1 + β1( jω) + β2( jω)2 (1)

where α0, α1, α2, β1, and β2 are real coefficients, which are
determined by applying a complex-curve fitting technique to
measurement data as [24]⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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rk , Un =
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k=0
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k

(
��2
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)

�rk = ��
rk − j���

rk is the relative permittivity at sampling
frequency ωk .

The electric flux density (D̄) is related to the electric field
(Ē) by the constitutive relation as

D̄(ω) = �0
α0 + α1( jω) + α2( jω)2

1 + β1( jω) + β2( jω)2 Ē(ω)

which is transformed to the time domain as

D̄ + β1
∂ D̄

∂ t
+ β2

∂2 D̄

∂ t2 = �0

(
α0 Ē + α1

∂ Ē

∂ t
+ α2

∂2 Ē

∂ t2

)
. (2)

By applying a central difference scheme, (2) is discretized as

D̄n+1 + 2D̄n + D̄n−1

4
+ β1

2�t
(D̄n+1 − D̄n−1)

+ β2

(�t)2 (D̄n+1 − 2D̄n + D̄n−1)

= �0

[
α0

Ēn+1 + 2Ēn + Ēn−1

4
+ α1

2�t

(
Ēn+1

t − Ēn−1
t

)

+ α2

(�t)2

(
Ēn+1 − 2Ēn + Ēn−1)] (3)

Fig. 1. Scattering from a two-layered medium, layer (0) is air, layer (1)
is the vadose zone with thickness h1, layer (2) is an aquifer, and SIBC is
implemented at an interface S2 between layers (1) and (2).

where a double-averaging technique [12] is used to implement
D̄ as D̄ = (D̄n+1 + 2D̄n + D̄n−1)/4, instead of D̄ = D̄n .
Equation (3) is then rearranged as

Ēn+1 = γ1 Ēn + γ2 Ēn−1 + γ3 D̄n+1 + γ4 D̄n + γ5 D̄n−1

where

γ1 = −2
ζ0 − ζ2

ζ0 + ζ1 + ζ2
, γ2 = −ζ0 − ζ1 + ζ2

ζ0 + ζ1 + ζ2

γ3 = ξ0 + ξ1 + ξ2

ζ0 + ζ1 + ζ2
, γ4 = 2

ξ0 − ξ2

ζ0 + ζ1 + ζ2

γ5 = ξ0 − ξ1 + ξ2

ζ0 + ζ1 + ζ2

ζ0 = α0(�t)2, ζ1 = 2α1�t, ζ2 = 4α2

ξ0 = (�t)2

�0
, ξ1 = 2β1�t

�0
, ξ2 = 4β2

�0
.

III. IMPLEMENTATION OF THE TIME-DOMAIN SIBC

Fig. 1 shows a two-layered medium, with a vadose zone
between air and aquifer. A dispersive SIBC is implemented
at the interface S2 between layers (1) and (2). If a uniform
plane wave (UPW) at frequency ω is incident upon S1, at an
incident angle θ0, the SIBC at S2 can be represented as [22]

Ētan(r̄ , ω) = Zs( jω)

jω
n̂ × jωH̄(r̄ , ω) (4)

where Ētan(r̄ , ω) = Ē(r̄ , ω) − n̂n̂ · Ē(r̄ , ω), and

Zs( jω) = η0√
�r2( jω)

is the surface impedance, which is valid under the condition
that |k2| � k0x (|�r2| � sin2 θ0) [25], where η0 is the intrinsic
impedance in free space, and �r2( jω) = ��

r2( jω) − j���
r2( jω)

is the complex permittivity in layer (2).
Define normalized surface impedance as

Z �
s( jω) = Zs( jω)

jω
= η0

jω
√

�r2( jω)
(5)

which is curve-fit to another QCRF over a given frequency
band as [24]

Z �
s( jω) = α�

0 + α�
1( jω)

1 + β �
1( jω) + β �

2( jω)2 (6)

Authorized licensed use limited to: National Taiwan University. Downloaded on April 09,2020 at 04:30:27 UTC from IEEE Xplore.  Restrictions apply. 



3062 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 68, NO. 4, APRIL 2020

with ⎡
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By relabeling jω as s, the normalized surface impedance
in (6) is transformed to the Laplace domain as

Z �
s(s) = d

s + �

(s − a)2 − b2 (7)

with d = α�
1/β

�
2, � = α�

0/α
�
1, a = −β �

1/(2β �
2) and b =√

β �2
1 − 4β �

2/(2β �
2) > 0. By applying an inverse Laplace

transform to (7), we obtain a time-domain expression for
implementing the normalized surface impedance as

Z �
s(t) = d

[
eat cosh(bt) + a − �

b
eat sinh(bt)

]

= d

[
b + a − �

2b
e(a+b)t + b − a + �

2b
e(a−b)t

]
. (8)

Next, (4) is transformed to the time domain as

Ētan(r̄ , t) = Z �
s(t) ∗

[
n̂ × ∂ H̄(r̄ , t)

∂ t

]
(9)

where ∗ is the convolution operator. By substituting (8) into
(9), the time-domain implementation of SIBC is derived as

Ētan(r̄ , t)

=
∫ t

0
d

[
b+a−�

2b
e(a+b)τ + b−a+�

2b
e(a−b)τ

]
n̂×∂ H̄

∂ t �

∣∣∣∣
t �=t−τ

dτ.

(10)

The convolutional integral is computed as∫ t

0
g(τ )h(t − τ )dτ �

∫ n�t

0
g(τ )h(n�t − τ )dτ

= �t
n−1∑
m=0

∫ m+1

m
g[u]h[n − u]du (11)

where g[u] = g(u�t) and h[n − u] = h(n�t − u�t) �
h[n − m − 1](u − m) + h[n − m](1 − u + m). By using (11)
and making an approximation

(
∂ H̄

∂ t �

)n−u

�
(

∂ H̄

∂ t �

)n−m−1

� H̄ n−m−1/2 − H̄ n−m−3/2

�t
.

Equation (10) is reduced to

Ēn
tan =

n−1∑
m=0

χmn̂ × (H̄ n−m−1/2 − H̄ n−m−3/2)

where Ēn
tan = Ētan(n�t), H̄ n−m−1/2 = H̄((n − m − 1/2)�t)

and

χm =
m+1∫

m

d

[
b + a − �

2b
e(a+b)u�t + b − a + �

2b
e(a−b)u�t

]
du

= d(b + a − �)

2b

[
e(a+b)(m+1)�t − e(a+b)m�t]

+d(b − a + �)

2b

[
e(a−b)(m+1)�t − e(a−b)m�t].

IV. PULSE-BROADENING PARAMETER AND GROUP DELAY

IN A DISPERSIVE LOSSY MEDIUM

PBP is defined to characterize the stretching (deformation)
of a time-domain pulse as it propagates in a dispersive lossy
medium. Consider a Gaussian-modulated time-harmonic pulse
emitted at z = 0

E(0, t) = E0e−t2/τ 2
0 e jωct = E0e−t2/(a2

1τ 2)e jωct

where ωc is the carrier frequency, τ0 is the time scale for the
magnitude of pulse envelope to decrease by a factor of e,
and τ = τ0/a1 (with a1 = √

2/ ln 2) is the half-power
time scale for the magnitude to decrease by a factor of

√
2.

A pulse propagating along the z-direction in a dispersive
lossless medium can be represented as [26, p. 642]

E(z, t) = E0
e j (ωct+k(0)

z z)
√

1 + j (S/τ)
e−(t−tc)2(1− j S/τ)/[a2

1(τ
2+S2)] (12)

where k(0)
z = kz(ωc), tc = z(dkz/dω)|ωc is the group delay

at ωc, and S = (2/a2
1τ )k(2)

z z is the PBP, with k(2)
z =

(d2 kz/dω2)|ωc . Note that S is related to the PBP (S0) defined
in [26] by S = S0/a1.

The wavenumber in a lossy medium is complex, k = k � −
jk ��, which implies that tc and S are also complex, namely
tc = t �c − j t ��c and S = S� − j S��. Thus, the magnitude of the
last exponential term in (12) becomes

∣∣e−(t−tc)2(1− j S/τ)/[a2
1(τ

2+S2)]∣∣ = ∣∣e(Rn− j In)/(Rd− j Id )
∣∣

= e(Rn Rd+In Id )/(R2
d+I 2

d ) (13)

where

Rn = [ − (
t − t �c

)2 + t ��2c

] (
1 − S��

τ

)
− 2

(
t − t �c

)
t ��c

S�

τ

In = 2t ��c
(
t − t �c

) (
1 − S��

τ

)
− (

t − t �c
)2 S�

τ
+ t ��2c

S�

τ

Rd = a2
1(τ 2 + S�2 − S��2), Id = 2a2

1 S�S��.

The time elapse T it takes for the peak magnitude to decrease
by a factor of

√
2 is determined from (13) as

T 2 = a2
1

(τ 2 + S�2 − S��2)2 + 4S�2S��2

(1 − S��/τ)(τ 2 + S�2 − S��2) + 2S�2 S��/τ
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which reduces to

T 2 = a2
1(τ 2 + S�2) (14)

if the medium is lossless (k �� = 0, S�� = 0). Following the
same functional form in (14), the PBP in a dispersive lossy
medium is defined as:

S� = sgn{T/a1 − τ }
√∣∣T 2/a2

1 − τ 2
∣∣

which means the pulse is stretched (S� > 0) if T/a1 > τ and
is compressed (S� < 0) if T/a1 < τ .

To calculate S = (2/a2
1τ )k(2)

z z, with kz = k for a pulse
propagating in the z-direction, we substitute the QCRF model
of �r (ω) in (1) into k = ω

√
μ0�0�r (ω) to derive

k(2)
z = 1

c
�
−1/2
r (ω)

d�r

dω
− ω

4c
�
−3/2
r (ω)

(
d�r

dω

)2

+ ω

2c
�
−1/2
r (ω)

d2�r

dω2

where c is the speed of light in free space, d�r/dω = U/Q2

and d2�r/dω2 = −2(QV + WU)/Q3, with

Q = 1 + β1( jω) + β2( jω)2

U = j (α1 − α0β1) − 2(α2 − α0β2)ω − j (α2β1 − α1β2)ω
2

V = (α2 − α0β2) + j (α2β1 − α1β2)ω

W = jβ1 − 2β2ω.

The group velocity in a dispersive lossy medium is defined
as vg = (dk �/dω)−1, where k = √

�r (ω)ω/c = k � − jk �� and

dk

dω
=

√
�r (ω)

c
+ ω

2c
√

�r (ω)

d�r (ω)

dω
(15)

of which the real part is

dk �

dω
= Re{√�r (ω)}

c
+ ω

2c

×
(

Re

{
1√

�r (ω)

}
d��

r (ω)

dω
+ Im

{
1√

�r (ω)

}
d���

r (ω)

dω

)

= Re{√�r (ω)}
c

+ ω

2c

×
(

Re{√�r (ω)}
|�r |

d��
r (ω)

dω
− Im{√�r (ω)}

|�r |
d���

r (ω)

dω

)
.

The group delay (tg) for a pulse to propagate in the
dispersive lossy medium over a distance z is tg = z/vg .
If the medium is nondispersive (d�r/dω = 0), the group
velocity becomes the same as the phase velocity, namely
vg = c/Re{√�r } = v p [27].

V. SIMULATIONS AND DISCUSSION

In this section, we first check the efficacy of replacing a
half-space dispersive medium with a dispersive SIBC. Then,
backscattered pulse from a dispersive aquifer below a disper-
sive soil layer is simulated. Finally, backscattered fields from
an object immersed in a dispersive soil are demonstrated.

Fig. 2 shows a schematic to simulate GPR operation in
detecting underground texture or immersed objects. A tapered
plane wave (TPW) is emitted downward upon a virtual sur-
face Sv , which has an area of Lvx × Lvy and is located

Fig. 2. Schematic to simulate GPR operation.

at hv above the ground. The time-domain scattered fields at
point P above Sv are recorded and interpreted as the echoed
signals. We choose (Lvx , Lvy, hv ) = (λ, λ, 0.1λ), where λ
is the wavelength in free space at the carrier frequency fc.
To simulate typical GPR operation, the surface Sv is laterally
shifted to a specific location, followed by the computation
of scattered fields with the proposed FDTD scheme, then
shifted to the next location, and so on. The cross section of
the computational domain in the xy plane is chosen to be
Lx × L y = 8λ × 8λ. The electric field of the incident TPW
takes the form of

Ēi (r̄ , t) = p̂E0Gtap(r̄) cos{ωc[(t − t0) − k̂i · (r̄ − r̄0)/v p]}
×e−[(t−t0)−k̂i ·(r̄−r̄0)/v p]2/τ 2

0 (16)

where r̄0 is at the center of Sv . The Gaussian tapering function
Gtap(r̄) is the product of two Gaussian functions in φ̂ and θ̂
directions, namely [11]

Gtap(r̄) = e−d2
θ (r̄,k̂i )/(2r2

a )e−d2
φ(r̄,k̂i )/(2r2

b ).

The Fourier transform of (16) is

Ēi (r̄ , ω) = p̂E �
0Gtap(r̄)e− jω[t0+k̂i ·(r̄−r̄0)/v p]

[e−τ 2
0 (ω−ωc)

2/4 + e−τ 2
0 (ω+ωc)

2/4] (17)

where E �
0 = E0τ0

√
π/2, p̂ is the polarization of the incident

electric field, which is chosen to be ŷ in this article.
Fig. 3(a) shows the relative permittivity of a soil sample

(Avra Valley, mv = 10.6%) at frequencies of 100–900 MHz.
Fig. 3(b) shows the normalized surface impedance Z �

s by
substituting the measured data in Fig. 3(a) into (5), followed
by complex curve fitting.

Fig. 4 shows the backscattered field at P from a
dispersive half-space medium characterized by the data
in Fig. 3. The frequency spectrum of the incident TPW falls
in 100–900 MHz, centered at fc = 500 MHz. It is observed
that the waveform of the backscattered field computed with the
proposed dispersive SIBC is close to that with the dispersive
FDTD scheme, especially at early times.

The dispersive FDTD scheme applies to a dispersive half-
space medium and the dispersive SIBC scheme applies on
the interface above a dispersive half-space medium. Both
schemes are based on the same dispersive relation in (1).
The dispersive FDTD scheme applies (1) in the lower half-
space, with the discretization scheme in (3). The dispersive
SIBC scheme applies (1) to the effective surface impedance
in (5) to derive (6), which is then implemented in the time
domain in (10). This may account for the deviation in their
later-time responses, which still exists when finer FDTD
grid size is adopted. In this article, the SIBC is claimed
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Fig. 3. (a) Relative permittivity of soil sample (Avra Valley), mv =
10.6% [28]. ◦: measured ��

r . ———: curve fitting of ��
r . �: measured

���
r . − − −: curve fitting of ���

r . (b) Normalized surface impedance Z �
s

corresponding to the measured data in (a). ◦: Re{Z �
s} of the measured �r .

�: −Im{Z �
s} of the measured �r . ———: curve fitting of Re{Z �

s }. − − −:
curve fitting of −Im{Z �

s}.

Fig. 4. Backscattered field at P from a dispersive half-space medium
characterized by data in Fig. 3. ———: dispersive SIBC. − − −: dispersive
FDTD.

to save computational cost by replacing a half-space with
an effective impedance boundary condition. The deviation in
later-time responses is believed to be modeling error attributed
to different approximations adopted in the dispersive FDTD
scheme and the dispersive SIBC scheme.

In the dispersive FDTD scheme, (2) is implemented to all
the Yee cells in the half-space medium. In the dispersive
SIBC, (6) is implemented on the interface above the half-
space medium. The functional forms of (2) and (6) are similar,
implying similar amount of computational cost. Consider an
interface composed of Nx × Ny pixels, and the half-space
medium has the depth of Nz intervals. Then, (2) in the disper-
sive FDTD scheme is executed O(Nx Ny Nz) times and (6) in
the dispersive SIBC scheme is executed O(Nx Ny) times. The
CPU time and memory requirement of both schemes differ by
an order of Nz.

One may wonder which scheme provides more accurate
later-time response in Fig. 4. The deviation in later-time
responses is believed to be model specific, which may be
attributed to different approximations adopted in the dispersive
FDTD scheme and the dispersive SIBC scheme, respectively.
In other words, these two schemes are not exactly equivalent.

Fig. 5. Relative permittivity of soil sample (Puerto Rico clay loam),
mv = 5% [29]. ◦: measured ��

r . ——: curve fitting of ��
r . �: measured ���

r .
− − −: curve fitting of ���

r .

Fig. 6. (a) Relative permittivity of soil in Avra Valley, mv = 45.5% [28].
◦: measured ��

r2. �: measured ���
r2. (b) Normalized surface impedance Z �

s ( jω)
corresponding to the measured data in (a). ◦: Re{Z �

s} of the measured �r2.
�: −Im{Z �

s} of the measured �r2. ———: curve fitting of Re{Z �
s}. − − −:

curve fitting of −Im{Z �
s }.

Either scheme is based on a QCRF approximation, and the two
QCRF approximations are not directly related to each other. In
addition, both schemes are used to compute the pulse response
of GPR in a dispersive and highly conductive medium, which
makes the comparison more complicated than in the case of
nondispersive or low-loss media. One possible exploration is
to consider higher order QCRFs in both schemes to conduct
further comparison, starting from nondispersive or low-loss
media. In summary, the dispersive SIBC scheme can signifi-
cantly save the computational load, but the later-time response
should be used with caution as far as the accuracy is of
concern.

Fig. 5 shows the relative permittivity of another soil sample
(Puerto Rico clay loam, mv = 5%) over the frequency
band of 20–900 MHz, which is derived by curve-fitting the
measured data at specific frequencies. The data will be used
to characterize the (relatively dry) soil layer in the following
simulations.

Next, the proposed dispersive SIBC is implemented at the
interface between soil and aquifer. Fig. 6(a) shows the relative
permittivity (over frequencies 20–100 MHz) of a (relatively
wet) soil sample in the Avra Valley, which has moisture
content of mv = 45.5% [28] and is used to model the aquifer.
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Fig. 7. Backscattered signals at P from an aquifer below a soil layer,
fc = 60 MHz. ———: dispersive media [�r1 in Fig. 5 and �r2 in Fig. 6(a)].
Gray: nondispersive media (�r1 = 5.36 − j1.11 and �r2 = 33.84 − j35.3).
− − −: Half-power bandwidth. (a) Time-domain backscattered field.
(b) Frequency-domain amplitude and phase of pulse 	1. (c) Amplitude and
phase of pulse 	2. (d) Group delay tg and phase delay tp , tg = tp = 77.58 ns
in nondispersive media.

Fig. 6(b) shows the normalized surface impedance on the top
surface of an aquifer. The maximum deviation between Re{Z �

s}
derived from the measured �r2 and its counterpart from curve-
fitting is 6.2%, which appears at 20 MHz. The maximum
deviation in −Im{Z �

s} is 3.7%, which also appears at 20 MHz.
The deviations in both Re{Z �

s} and −Im{Z �
s} are less than

0.5% at frequencies higher than 30 MHz. The coefficients
in (6), associated with the curves in Fig. 6(b), are α�

0 =
7.3101×10−7, α�

1 = 2.1244×10−15, β �
1 = 2.1429×10−8, and

β �
2 = 4.5485 × 10−17. The depth of water table is arbitrarily

set to the global average value of h1 = 5 m [30].
Fig. 7 shows the backscattered field from the aquifer below

a soil layer. The power spectrum of the incident pulse falls

in 20–100 MHz, centered at fc = 60 MHz. Fig. 7(a) shows
that pulse 	1 is reflected from the air–soil interface, and pulse
	2 is reflected from the soil–aquifer interface (water table). The
PBP of pulse 	2 is S� = −1.36 ns, indicating compression as
compared to its counterpart in nondispersive media.

Fig. 7(b) shows that the half-power bandwidth of pulse 	1
is about 28 MHz, no matter the media are dispersive or not.
The difference in phase and amplitude between dispersive and
nondispersive media is caused by the frequency dependence
of backscattered fields. The linear relation between phase and
frequency in both media is attributed to the time delay t0 of
the incident waveform in (17).

Fig. 7(c) shows the phase and magnitude of pulse 	2 . The
bandwidth in the dispersive media is 32 MHz, wider than
that in the nondispersive media of 29 MHz, which implies
compression of time-domain pulse in the dispersive media.
Fig. 7(d) shows the group delay and phase delay over the
soil layer, with a round-trip distance of 2 h1 = 10 m. It is
observed that the phase delay of wave components at f < fc

in the dispersive medium is longer than their counterparts in
the nondispersive medium, up to 10 ns at f = 20 MHz. On
the other hand, the phase delay of wave components at f > fc

in the dispersive medium is shorter than their nondispersive
counterparts, up to 1.8 ns at f = 100 MHz.

The field energy propagates at group velocity. It is observed
that the wave components at f < 30 MHz move the slowest,
those around f = 38 MHz move the fastest, and those at
f > 40 MHz move at almost a constant speed. The differences
in group delay among these three groups are less than 2.5 ns
and have negligible effect on the waveform shown in Fig. 7(a).
As a comparison, the group delay in the dispersive media
is shorter than that in the nondispersive media by 2–5 ns.
Also, notice that pulse 	2 in the nondispersive media maintains
almost the same waveform as 	1.

Finally, we demonstrate a scenario resembling GPR
operation to detect a rectilinear Plexiglas block with relative
permittivity �rb = 2.6 [15], horizontal dimensions (x- and
y-directions) of a = b = 60 cm, and vertical dimension
(z-direction) of c = 9.6 cm, immersed at a depth of
hb = 60 cm. Fig. 8(a) shows the backscattered field from
the immersed block in dispersive and nondispersive soils.
Pulse 	1 is reflected from the air–soil interface and pulse 	2
is from the Plexiglas block. Pulse 	2 in the dispersive soil
is stretched by S� = 0.12 ns, as compared to its counterpart
in the nondispersive soil. The amplitude of pulse 	2 in the
nondispersive medium is larger than in the dispersive medium.
As shown in Fig. 5, the imaginary part of the soil permittivity
in the dispersive soil is about ���

r1 = 0.4 at f > fc and
gradually increases to ���

r1 = 0.8 at f < fc, while that of the
nondispersive soil is about ���

r1 = 0.4 at all frequencies. More
energy is lost in the dispersive soil than in the nondispersive
one, leading to smaller amplitude in the former.

Fig. 8(b) shows that the half-power bandwidths of pulse 	1
in dispersive and nondispersive media are 270 and 280 MHz,
respectively. The difference in amplitude and phase between
the dispersive soil and the nondispersive soil is attributed to the
frequency dependence of backscattered fields. Fig. 8(c) shows
that the half-power bandwidth of pulse 	2 in the dispersive
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Fig. 8. Backscattered field at P right above the Plexiglas block (�rb = 2.6)
immersed 60 cm below ground surface, fc = 500 MHz. ———: dispersive
soil. Gray: nondispersive soil with �r1 = 4.62 − j0.4. − − − indicates half-
power bandwidth. (a) Time-domain backscattered field. (b) Amplitude and
phase of pulse 	1. (c) Amplitude and phase of pulse 	2. (d) Group delay tg
and phase delay tp , tg = tp = 8.61 ns in nondispersive media.

soil is 230 MHz, which is narrower than 240 MHz in the
nondispersive soil, implying that the time-domain waveform
in the former is wider than that in the latter.

Fig. 8(d) shows the group delay and phase delay in both
dispersive and nondispersive soils over a round-trip distance
of 2 hb = 120 cm. The phase delay indicates that the wave
components at f < fc = 500 MHz move slower than that
at fc, up to 0.55 ns at f = 100 MHz. On the other hand,
the wave components at f > fc move faster than that at fc,
up to 0.1 ns at f = 900 MHz.

The group delay in the dispersive soil indicates that the wave
components at high frequencies move faster than those at low
frequencies by 0.2 ns. In addition, the wave components in

Fig. 9. Distribution of backscattered field (at y = 0) from an immersed
block.

the dispersive soil arrive earlier than those in the nondispersive
soil by 0.06–0.3 ns. The separation of high-frequency and low-
frequency components is barely observable in Fig. 8(a) since
the difference between their group delays is very small.

Fig. 8(a) shows that pulse 	2 in the nondispersive soil
has different shape from pulse 	1 since the former is a
superposition of reflected pulses from the top surface and the
bottom surface of the immersed block. The traverse time from
the top surface of the block to the air–soil interface is 4.3 ns
and the traverse time for the pulse to bounce back and forth
within the block is 2c/vb = 1.03 ns, where vb is the speed of
light in the block. The reflected pulse from the bottom surface
of the block is superposed upon that from the top surface to
form pulse 	2.

Fig. 9 shows the distribution of backscattered field (at
y = 0) from an immersed block, which indicates the block
is immersed in the range of −0.5λ ≤ x ≤ 0.5λ. The
backscattered field from the air–soil interface is removed for
the convenience of observation.

VI. CONCLUSION

A dispersive SIBC, represented in a QCRF form, is pro-
posed to model a dispersive lossy medium with high per-
mittivity and high conductivity. A dispersive FDTD scheme
is implemented in conjunction with the dispersive SIBC to
simulate the backscattered field distribution in the presence of
water table or immersed object. A PBP for a dispersive lossy
medium is proposed to characterize the stretch or compression
of a time-domain pulse propagating in such medium. Measure-
ment data from moistured soils are used to model an aquifer
below a relatively dry soil layer. The proposed method has
been used to analyze the effects of a dispersive lossy medium
on pulse propagation in GPR operation to detect water table
or immersed objects.
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