
 1

Multivariate Statistical Analysis Mid Term 

November 14, 2011 

2 pages, 16 problems, 100 points 

 

1. Suppose that a sample covariance matrix
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S , calculate its 

generalized variance and total sample variance. (6%) 

2. Assume that a ample covariance matrix 























1022

2134

2413

S , calculate the cosine 

of the angle between the two deviation vectors 1yd 111 x  and 1yd 222 x . 
(6%) 

3. Verify that 91  , 92  , 183   and  02/12/1'
1 e , 

 23/423/123/1'
2 e  ,  3/13/23/2'

3 e are the eigenvalues 

and eigenvectors of the sample covariance matrix given in Problem 2.  (6%) 
4. Compute the major axes and directions formed by the 

ellipsoid   21 )(' c  μxΣμx , where  321' xxxx ,  110'μ , 
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Σ , and c is a positive real constant. Use the results of Problem 3. 

(6%) 
5. Find the major axes and directions of the ellipsoid which contains 95% of the 

probability for multivariate normal distribution ),(3 ΣμN , whereμ , Σ  have been 

defined in Problem 4. Use the results of Problem 3. (6%) 
6. Set up a null hypothesis 00 : μμ H  and an alternative hypothesis 01 : μμ H , 

with  110'0 μ   for multivariate normal distribution ),(3 ΣμN .  Determine 

if the Hotelling’s 2T test can or can not reject the null hypothesis at the level of 
significance level 05.0 .  Suppose that the sample size is 43, the sample 
mean  5.05.05.0' x , and the sample covariance matrix S has been given in 

Problem 2.  You may apply 
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11S  (6%) 

7. Find the major axes and directions of the Hotelling’s 95% 2T confidence region 
for Problem 6. (6%) 

8. Determine the 95% simultaneous 2T  confidence intervals for Problem 6.  (6%)  
9. Determine the 95% Bonferroni simultaneous confidence intervals for Problem 6. 

Note that if your t corresponding to the desired degrees of freedom can not be 
found directly in the table, use the following linear interpolation formula to get an 
approximate value: )/()(),( 121211   ttmmtt , where 1t  and 2t  

are the two t values corresponding to degrees of freedom 1 and 2, respectively, 
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with 1 and 2 being the two  values in the table and closest to the desired . 
(6%) 

10. Determine the lower control limit (LCL) and the 95% upper control limit (LCL) 
of the 2T  control chart for future observation which is based on a sample of size 
n = 43 from a multivariate normal population.  Assume that the sample mean is 

 110'x  and the sample covariance matrix is the S given in Problem 2. (6%) 

11. Given that a random vector X follows ),(3 ΣμN , with μ , Σ  have been defined in 

Problem 4. Find the probability distribution of Xa'  for  211'a . (6%)  

12. Let X  be ),(3 ΣμN  with  110'μ  and 
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Σ . Which of the 

following random samples are independent? Explain.  (a) 1X  and 2X  (3%) (b) 

),( 21 XX  and 3X  (3%) 

13. Let x have an exponential density 
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.  Suppose that n random 

samples x1, …, xn are drawn.  Find the maximum-likelihood estimate ̂  for . 
(6%)  

14. Assume a null hypothesis 00 :  H  for the random number in Problem 13.  

Find the likelihood ratio  in terms of  ˆ/0 .  (6%) 

15. Given the data 
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X  with missing components, use the 

prediction-estimation algorithm (the EM algorithm) to estimate μ  and Σ . 
Determine the initial estimate and iterate to find the first revised estimates. (8%) 

16. Given the fact that if a random variable x  is ),( 2N , then 
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1n distribution. Use the probability statement 
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 to find the confidence interval for 

the population variance 2 .  (8%)   


