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» Introduction » Extend previous ideas to handle

- Comparison of Univariate Means problems involving the comparison of

»Paired Comparisons and a Repeated several mean vectors

Measures Design

- Comparing Mean Vectors from Two
Populations

- Comparison of Several Univariate
Population Mean (One-Way ANOVA)
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Outline

- Introduction

- Comparison of Univariate Means

-Paired Comparisons and a Repeated
Measures Design

- Comparing Mean Vectors from Two
Populations

- Comparison of Several Univariate
Population Mean (One-Way ANOVA)

Questions

-What is the paired comparison?

+How to design experiments for
paired comparison?

-How to test if the population means
of paired groups are different?

»How to compute the confidence
interval for the difference of
population means of paired groups?

Questions

«How to compare population means of
two populations without paired
experiments?

«INn such a case, how to estimate the
common variance?

Scenarios

~To test if the differences are
significant between

—Teaching using Power Point vs. using
chalks and blackboard only

—Drug vs. placebos

—Processing speed of MP3 player model |
of brand A vs. model G of brand B

—Performance of students going to cram
schools vs. those not

10

Paired Comparisons

» Measurements are recorded under
different sets of conditions

» See if the responses differ
significantly over these sets

» TWo or more treatments can be
administered to the same or similar
experimental units

-Compare responses to assess the
effects of the treatments

Experiment Design for
Paired Comparisons

1 2 3 n
t t t t

Treatments Treatments Treatments Treatments
1and 2 1and 2 1and 2 1and 2
assigned at assigned at assigned at assigned at

random random random random
12
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Single Response (Univariate) Case

D =X,-X,,j=12-"n

D,:N(5,0})

D-6 .

Sy /f

Reject H,:5=0infavorof H,:6 =0 if[f|>1,,(a/2)
100(1 - )% confidence interval for &

t=

t, 1(a/2)\/7 <5<d+t,. 1(0(/2)

In

Comparing Means from
Two Populations

- Without explicitly controlling for unit-
to-unit variability, as in the paired
comparison case

- Experimental units are randomly
assigned to populations

- Applicable to a more general
collection of experimental units

14

Assumptions Concerning the
Structure of Data
Xy Xy -+, X, trandom sample from univariate

population with mean 4 and variance o?
Xy, Xp, 00+, X, - random sample from univariate
population with mean x, and variance o7
Xy Xy, X, areindependent of X, Xy, -+, X,
Further assumptions when n, and n, small :
Both populations are univariate normal

2_ 2
01 =0,

Pooled Estimate of
Population Variance

(le xl)(xﬂ )71) (”1*1)0'2

ny

N

J=
ny
_ . 2

(sz —xz)(sz _xz) ~ (”2 _1)0'

Jj=

N

M 12

Z(x/.l —fl)(xn _f1)+ Z(x/‘z _fzxx/z _’?2)

s2 _Jj=1 j=1
pooled —
n+n,—2
m-1 n,=1
= 55 2%
n+n, — n +n,—

t-Statistics for Comparing
Two Populations

Xy Xy Xy, TN (1, 0%)
le’Xzzf"’inz:N(ﬂz’o'z)
X,-X,= 1X 1X1”] 1X21+---—1X2”2

n

2

1 1
(lu'l :uz ))/ ( + Jsizaooled
n,

Test of Hypothesis

Reject H, : w, — u, = J, in favor of H, : u, — u1, # 9,

1 1
S pooted || T
noon,

o
> tnl+n2 -2 (E)
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Outline

- Introduction

» Comparison of Univariate Means

- Paired Comparisons and a Repeated
Measures Design

- Comparing Mean Vectors from Two
Populations

- Comparison of Several Univariate
Population Mean (One-Way ANOVA)

Questions

-How to make paired comparison for
multivariate data?

- How to use the contrast matrix to
carry out paired comparison for
multivariate data?

-What is the repeated measures?

»How to test for equality of
treatments in a repeated measures?

Example 6.1:
Effluent Data from Two Labs

Commercial lab State lab of hygiene

Multivariate Extension: Notations
X, = variablelunder treatment1

X, ,, = variable 2 under treatment 1

X,,, = variable p under treatment 1

X, ,, = variablelunder treatment 2
X, ,, = variable 2 under treatment 2

X, . =variable p under treatment 2

2jp

Result 6.1
D/‘l = X1/1_X2/1
D/'z =X1/‘2_X2/’2

D,=X,,-X

Ljp 2jp

D, :[Dll'D,fz"" D }

e

D,:N,8,%,), j=L2,n

72 = n(D-5)s(D-5): (("-DPF
n

—p)

— 1 1 & — —
D=;2Dw S(:=EZ(D_,-—D)(D,—D)

n
J=1 J=t 23

Test of Hypotheses and
Confidence Regions

d =l

; d . |: observed differences

djzv"'v »

Reject H,:8 =0infavor of H,:6 = 0if

J1

2 —pasia> P p ()
n-p

pin=p

. . — (= n—1
Confidence regions: (d - S)Sdl(d - B)S %F,”(a)

Jz

2 2
CDep (@)% 5 tn{“],/s"'
n—-p U n 2p )\ n

24

S:d +
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Example 6.1: Check
Measurements from Two Labs
a{%}{—gse} S :[199.26 88.38}

d, 13.27 ¢ 88.38 418.61
0.0055 —0.0012}{—9.36}

72 =11-9.36 13.27
-0.0012 0.0026 | 13.27

=13.6> %Fm (0.05) =9.47

Reject H,:6=0
5,:-9.36++/9.47+/199.26 /11 or (- 22.46, 3.74)

5,:13.27++/9.47/418.61/11 or (-5.71, 32.25)
Both includes zero

Alternative View

i':lfu,fu,~~',)?1,],)?21,)?22,---,)7sz
S— |:Sn S12i|
Sxa Sy
10 0] -10 0
01 0] 0 -1 0
C =|. . .
(px2p) : | :
0 1] 0 O -1

d,=Cx,, d=Cx, §,=CSC, T’=nx'C'(CSC)"CX

26

Repeated Measures Design for
Comparing Measurements

»q treatments are compared with
respect to a single response variable

» Each subject or experimental unit
receives each treatment once over
successive periods of time

Example 6.2: Treatments in an
Anesthetics Experiment
»19 dogs were initially given the drug

pentobarbitol followed by four
treatments

Present
Halothane

Absent
Low High
CO, pressure »

Example 6.2: Sleeping-Dog Data

Contrast Matrix

ij .
X, =| | j=L2-n p=EX))

Jja
m=t | (1 -1 0 - 0|

10 -1 .- 0
Do oo : %fz Cp
=M, 1.0 0 - -1jpu

30
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Test for Equality of Treatments in a
Repeated Measures Design

X:N,(n,X), C:contrast matrix
Testof H,:Cp=0vs.H,:Cp =0
Reject H,, if

72 = n(Cx)(CSC) Cx > %Fww(a)

Example 6.2: Contrast Matrix

(245 + 12, )— (14, + 11, ) = (Halothane contrast)

(£ + 5)= (115 + p1,) = (CO, contrast)
(2, + g2, )— (11, + 115) = (H — CO, interaction)

-1 -1 1 1
C=1 -1 1 -1
1 -1 -1 1

32

Example 6.2: Test of Hypotheses

368.21 2819.29
| 404.63 3568.42 7963.14
*la79.26 © 7| 204349 530398 685132
502.89 229535 4065.44 4499.63 4878.99

209.31 9432.32 1098.92 927.62
Cx=|-60.05|, CSC'=|1098.92 5195.84 914.54

-12.79 927.62 91454 7557.44

Example 6.2: Simultaneous
Confidence Intervals

Contrast of halothane influence

(% +%,)— (7, +%,) %, %(63)@16(0.05)% =209.31+73.70

CO, pressure influence

—60.05++/10.94 51?[59'84 =-60.5+54.70

7% = n(CX)(CSC')*(Cx)=116 H - CO,"interaction”
Ve Dy (005)-1094 —12.79i\/10.94\/m = -12.79+65.97
(n—q+) "7 19
Reject H,:Cp=0 = "
Outline Questions

» Introduction

- Comparison of Univariate Means

»Paired Comparisons and a Repeated
Measures Design

»Comparing Mean Vectors from Two
Populations

- Comparison of Several Univariate
Population Mean (One-Way ANOVA)

-How to compare mean vectors from
two populations, not forming paired
comparison groups?

»How to pool covariance matrices
from two populations?

- How to find simultaneous confidence
intervals for comparing mean vectors
from two populations?

36
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Questions

-What is the multivariate Behrens-
Fisher problem and how to solve it?

Comparing Mean Vectors from
Two Populations
- Populations: Sets of experiment
settings

- Without explicitly controlling for unit-
to-unit variability, as in the paired
comparison case

- Experimental units are randomly
assigned to populations

- Applicable to a more general
collection of experimental units

38

Assumptions Concerning the
Structure of Data

X1, Xy, -+, X, random sample from p —variate
population with mean vector p, and covariance X,

X, Xy 001y Xy, trandom sample from p —variate
population with mean vector p, and covariance X,

X1, Xy, -, X, areindependent of X, X, -+, X,

Further assumptions when r, and n, small:

Both populations are multivariate normal

Pooled Estimate of
Population Covariance Matrix

LY

Z(x/l —il)(xfl _il) ~(m -1)T

Jj=1

ny

(X,/z _izxx,/z _iz) ~(n, ~1)T

™

[N

J=
L}

Z(xj1*i1xxj1*i1)+%zz(sz 7§2XX12 7i2)

Jj=1 Jj=1

»n

pooled =
n+n,—2

X=X m -1 S n,-1
v ™ 7nl+n2—2 ! n+n,—2 Z .
Result 6.2 Proof of Result 6.2
Xll’Xlz‘”.’Xqu:Np(pl’z) : - :

). CTPD. CHPRLLE Xan :Np(l'l'z‘z)

A
— = 1 1
=>T%= [Xl -X, _(l'q - uz)}{(ﬂ + njspau/ed:|

1 2
[il _iz _(”1 _"2)]
is distributed as
("1 +n, — 2)}7
(m+n, = p-1)

pm+ny;—p-1

¥ v 1
X -X, :7X11+-“+7X1n‘ _7X21+”'_7X2r12
n n n, n,

101
N,y —uz,(f+—]2)
non

2
(”1 _l)sl : Wn‘A(E)v (”z _1)52 : Wuﬂ(z)
("1 _1)51 + (”2 _1)52 W2 (E)

112
11 = -
T*= (7 + *J [Xl -X;- ("1 - ,’IZ)}SI;}/OMI
2
11 2
[7+7j [Xl’xz’(lh’uz)]

1
w, by _
=Nﬂ(0,):)'{ /,,Mrz( ):| N,,((),Z): (n1+nz Z)p Fo
n+n (

pmtny—p-1
+ny—2 ”1*”2’%7’1) a2




11/2/2011

Wishart Distribution

‘A ("—I’—z)/ze—lr[AE’l]/Z

anl(A | Z‘) =

2p(r171)/2 ﬂ_p(pfl)M‘Z

(n-1)/2 42 1 .
r{30-)
A : positive definite
Properties:
AW, (A 1Z), A, W, (A, 1D)=
Al + Az : Wml+mz (Al + Az | 2)

AW, (A|E)= CAC:W, (CAC|CEX')

Test of Hypothesis
Reject H, :p, —p, =8, infavorof H,:p, —p, #39,
N I T o
if T =(X1—X2—50) —+— 1S pootea (XI_XZ _50)
noon,
(”1 +n, 72)p
-t = F
> nl +}’l2 —p—l p,nﬁnrp—l(a)
Note £(X; ~X,) =p, — 1,
Cov(X, -X,)
=Cov(X,)-Cov(X,,X,) - Cov(X,,X,) + Cov(X,)
=Cov(X,)+Cov(X,) = [i + ij):

noon,

Example 6.3: Comparison of Soaps
Manufactured in Two Ways

n, =n, =50
_ |83 2 1| _ [10.2 21
X, = , S;= , X, = . S, =
S N RS
49 49 2 10 _ _ -1.9
Spooled:@sfr%sz:[l 5} X17x2:|:0.2}

Eigenvalues and eigenvectorsof S ., :
2,=5.303, e =[0.290 0.957]
2,=1.697, e =[0.957 -0.290}
(i_,_i]w Foo,4(0.05)=0.25
n on, Jn+n,—p-=1 """

J40.25=1.15, [2,/0.25=0.65 s

Example 6.3

a6

Result 6.3: Simultaneous
Confidence Intervals

+n,—2
CZ :w pm+n 7p—1(a)
m+n,—p-1 """

a' (il - iz) tc a'(nl + nlJSpwl@da
1 2

will cover a’'(u, —p,) for alla
In particular, g, — 1,, will be covered by

()?11‘ - )?Zi) e [1 + 1}% pooled
YA

Example 6.4: Electrical Usage of
Homeowners with and without ACs
_ [204.4} _[13825.3 23823.4} a5

Y17 5566 238234 73107.4
_ [1300 8632.0 19616.7 55
X, = , = , =
> |355.0 > 119616.7 55964.5| °
n, -1 n,—1
Spon/edz . S 2 2

oA, =2 ' mn,—2
B {10963.7 21505.5}

21505.5 63661.3

= %(72)597 (0.05) =6.26

a8
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Example 6.4: Electrical Usage of Example 6.4:
Homeowners with and without ACs 95% Confidence Ellipse
95% simultaneous confidence intervals ‘ 7

1 1 x___f. Ii
1y — 11y, * (204.4-130.0) +/6.26 (E+55)10963.7 /]
or 21.7 < gy, — p,, <127.1 e

| /f
. 1 1 /
Ly, — L, © (556.6 —355.0) ++/6.26 (E+£j63661.3 : I,\ //

or 74.7 < p, — p,, <328.5

50

Bonferroni Simultaneous
Confidence Intervals Result 6.4
—pandn, — pare large

100% confidence ellipsoid for p, —p, :

o 1 1 . |1 1 N
My — Hy;i - ( x2)+tnl+n22[2pj [nl-i-nZJsii,poaled [Xl_xz_(lll—llz)]|:nlsl+nzsz:|

[i -X, - (lll UZ)]<Z§(0’)
Simultaneous confidence intervals for a'( pl n,):

7—x2 N, 2(a a S+—

52

Proof of Result 6.4 Remark
E(Xl—Xz):lll_"z . ) Ifn=n,=n
cov(X, - X, )=Cov(X,)+Cov(X,)=—%,+—£, n—1 1
n n - —
. 11 ’ nin-2 2
X, -X,:nearlyN |p,—p,, —X, +—X
1 2 y p[lh 1, ) 1+n2 2} isl-‘riSZ:l(Sl-i-Sz)
4 n n, n
= 1 1
[Xl_Xz_(lh_llz)]'(Zﬁ'sz (n—l)Sl+(n—1)S2(1 1} (1 lj
m L = —+—= :Spaaled —+—
. , n+n-2 n on n
[Xl_Xz_(lll_llz)]:Zp

x-S, I,~S,

54
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Example 6.5
Example 6.4 Data
1 1 [464.17 886.08}
—8,+—8, =

886.08 2642.15
Ly — 1y, T4.4+/6.994/464.17 or (21.7,127.1)
Ly — 11y, - 201.6£+/5.99~/2642.15 or (75.8, 327.4)
Hytp—p, =0

n n,

-1
=[x, —iz]'Fsﬁisz} [%, -%,]=15.66 > #2(0.05) =5.99
n n,

0.041
0.063

-1
. . L 1 1
Critical linear combination :[— S, + —Sz} [X,-%,]= [
n 1

Multivariate Behrens-Fisher
Problem

- Test Hy: 1y-14,=0

» Population covariance matrices are
unequal

- Sample sizes are not large

- Populations are multivariate normal

-Both sizes are greater than the
number of variables

56

Approximation of T2 Distribution

T*= (Xl_iz _(Pl _pz))'[isl*'isz]’l(il _Yz _(ul_l‘lz))

n n,

w
- F,, .
prJrl pv-p+l

min(ny,n,) <v<n, +n,

Confidence Region

-1

j (5% (s 1y)

_ (1 1
(Xl_xz _(lll_uz)) (Sl+nsz

1 2

Sij F a
V—p+1 p,V*p+1( )

58

Example 6.6

- Example 6.4 data

E
0.776  —0.060
bineta] {3

n\m n, -0.092 0.646
-1

0.224 -0.060
iS2 lS1 +is2 =
n, n n, 0.092 0.354
v=T7.6

2 FP vfp+1(0'05) = 155.2 x3.12=16.32

v-p+1l " 76.6

T?=15.66>6.32, H,:p,—p, =0isrejected

Outline

- Introduction

- Comparison of Univariate Means

- Paired Comparisons and a Repeated
Measures Design

- Comparing Mean Vectors from Two
Populations

~» Comparison of Several Univariate
Population Mean (One-Way ANOVA)

60
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Questions

-Why paired comparisons are not
good ways to compare several
population means?

»How to compute summed squares
(between)?

-How to compute summed squares
(within)?

-How to compute summed squares
(total)?

Questions

-How to calculate the degrees of
freedom for summed squares
(between)?

» How to calculate the degrees of
freedom for summed squares
(within)?

-How to calculate the degrees of
freedom for summed squares (total)?

62

Questions

-How to compute the F value for
testing of the null hypothesis?

»How are the three kinds of summed
squares related?

» How to explain the geometric
meaning of the degrees of freedom
for a treatment vector?

»What is an ANOVA table?

Scenarios

« To test if the following statements

are plausible

—Music compressed by four MP3
compressors are with the same quality

—Three new drugs are all as effective as a
placebo

—Four brands of beer are equally tasty

—Lectures, group studying, and computer
assisted instruction are equally effective
for undergraduate students

Comparing Four MP3 Compressors

» Test four brands, A, B, C, D

»10 subjects each brand (40 in total)
to provide a satisfaction rating on a
10-point scale

»Assume that the rating to each
brand is a normal distribution, but
all four distributions are with the
same variance

Hypotheses
» Null hypothesis
Ho phy =ty = te =y
- Alternative hypothesis

H, : Not all the us are equal

66

11
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Problem of Using a t-Test

-Must compare two brands at a time
» There are 6 possible comparisons

«Each has a 0.05 chance of being
significant by chance
«Overall chance of significant result,

even when no difference exist,
approaches 1-(0.95)¢ ~ 0.26

Sample Data
Subject A B C D
1 4 5 7 2
2 4 5 8 1
3 5 6 7 2
4 5 6 9 3
5 6 7 6 3
6 3 6 3 4
7 4 4 2 5
8 4 5 2 4
9 3 6 2 4
10 4 3 3 3
Mean 4.2 5.3 4.9 3.1

Grand mean: 4.375

*Adapted from: G. R. Norman and D. L. Streiner, Biostatistics, 3rd e6dE.

Thinking in Terms of
Signals and Noises

« Signals
—Overall difference among the means of
the groups
—Sum of all the squared differences
between group means and the overall
means
+ Noises
—Overall variability within the groups
—Sum of all the squared differences

between individual data and their group
means

69

Sum of Squares (Between)

SS(between) = ”Z (x, -x)
SS(between) =10[(4.2 —4.375)% + (5.3-4.375) +
(4.9-4.375)* +(3.1- 4.375)°]
=27.875

Sum of Squares (Within)
SS(within) = Z Z[x,j —x,]

SS(within) = (4—4.2)* +(4—4.2)" +---+(4—4.2)* +
(5-5.3)° +(5-5.3)% +---+(3-5.3)* +
(7-4.92+(8-4.9)%+---+(3-4.9)%+
(2-3.1)%+(1-3.)% +---+(3-3.)°
[40 terms]

=101.50

Sum of Squares (Total)

SS(total) = ZZ(XU -x)?

x;—x=(x,-x)+(x —X)

(5, =% =(x, =%)2 +20x, - %)(E - %)+ (7, -3’
Z(x/j —f(,) =0

Z(xf, _f)z = Z(xff/' _fz)z +n(x, -x)°

SS(total) = SS(within) + SS (between)

12
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Sum of Squares (Total)

SS(total) = (4—4.375)? + (4—4.375)? +---+ (4—4.375)% +
(5-4.375)% + (5-4.375)% +---+ (3—4.375)* +
(7-4.375)% + (8—4.375)* +---+ (3—4.375)* +
(2-4.375)% + (1-4.375)% +...+ (3—4.375)°
[40 terms]

=129.375=101.50+27.875

2 Distribution
Xl:N(lullO-lz)' XZ:N(ﬂZ’GZZ)’ o

X, N(u,o?); Z ="M N0
(o

| 2
2= Z[w] , v.degrees of freedom (d.f.)
Py O-i

1

L) =12""T(v/2)
0, 72 <0

(Gamma distribution with @ =v/2)

(lz)vlzflej{z/z’ Zz )

74

Distribution of Sum of Squares

X:N(u,0?)

1 =
§P=—" —X

PR

SZ
(n —1)? . y2 distribution with » —1degrees of freedom
[proved by moment generating function, see
P.G.Hoel, Introduction to Mathematical Statistics, 5th ed.,
John Wiley & Sons, 1984, p. 281]

Distribution of Sum of Squares
SS(within) =ii(xﬁ —)?)2

=1 j=1
Ml;hm):;(2 distribution with
o
degree of freedom df (within) = gn—1

SS(between) = ZL: (Tc/ -X )Z
=1

RIS Y A B 2
gn oo ! g ma\n ,‘:1' v g !

SS(LZW@"):/ distribution with
o

degree of freedom df (between) = g -1

F-Distribution
22, 2% independent, with d.f. £; and f,, respectively

2
F=Alh pog

L1,
r(%} , TR
F)= i |
1o F[ﬂjr(fzj(fz] [1+ leJ(.wz)/z
2/N2 ,
Er

F-Distribution

13



11/2/2011

Distribution of F

Fo SS (between) | df (between) :
SS (within) | df (within)
F distribution of degree of freedoms
df (between) and df (within)

Expected Values of

Sum of Squares
if no difference between groups
E[SS(between) | df (between)] = o2,
if no difference within groups
E[SS(between) | df (between)] = no?,
if both differences can happen
E[SS(between) | df (between)] = ncl, +o?,
Thus, if H,isinvalid

E[SS(within)l df (within)] ~ o2,
F>1

Degrees of Freedom

df (between) =g—-1=4-1=3
df (within) = g(n—1) =4(10-1) =36
df (total)=gn-1=gn—-g+g-1
= df (within) + df (between)
=40-1=39=36+3

ANOVA Summary

Source |Sum of |df Mean F
Squares square

Between | 27.875 |3 9.292 |3.296

Within 101.500 |36 2.819

Total 129.375 |39
Hypothesis Testing Univariate ANOVA
X, X5+, X, :random sample from N(u,,0°)
F =3.296 > F, ;,(0.05) = 2.86 0=12-¢
. . _ _ _ Null hypothesis H : gy = pt, =+ =
reject Hf) 'uA —Hp = He = Hp Reparameterization
at 0.05significance level L =+,
Hyiny=1y=-=7,=0

g
X, =pu+r,+e,; e, :N(0,5%), anrf =0
/=1

84

14
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Univariate ANOVA
(v, -xF = -%F +(x, - P+2( -%)x, - %)
i(x,/ —)?/):0

j=1

> (v, ~f =n,(x, ¥ +i(x/] -5, F

=

33 (v, ~5f = Zn(x}—x) £33 (e, -5

=Y =1 j=1

(SS,,) =(SS,)+(SS,.)

ZZ)@] (my+ny+-+n,)x +Zn x,fx2+i”’ (x,-%F

=1 =1 -1 =1 j=

(SSy1) = (SSye0n) + (SS,) +(SS,.,)

Concept of Degrees of Freedom

V= gy Xy Xops s X0t J dfn=n+n,++n,
Treatment vector

[1] [o (0]

1 0 0

0 1 0
F-%) i [+E-%) i |+ (F,-F)

0 1

0 0

0 10|

:(7‘1__;‘)“1 (xz_x)uz (X _X)“

86

Concept of Degrees of Freedom

1=[1,--~,1]=u1+u2 +oetu,

Treatment vector and 1 are all on the hyperplane
spanned by u, u,,---,u, :d.f.g

1is perpendicular to the treatment vector

. mean vector x1:d.f.g—1

Residual vector

e=y—¥1-[(% -X)u +(F -X)u, ++ (5, - X, ]
perpendicular to the hyperplanespanned by u;, u,, -, u,

~dfofein—g

Univariate ANOVA

ANOWVA TABLE FOR COMPARING UNIVARIATE POPULATION MEANS

Source Degrees of
I Sum of squares (55) cedom (d.f)

e
I
b4
b

or the mean) 55

I
b
b

88

Univariate ANOVA
Reject H, 7, =7, =---=7, =0at level ¢ if
poS5./e-D)

SS,.. /[Z n, —gj
/=1

1 SSI‘L’S
1+SS, /SS, .

> nglyzn/ e ()

es ) SSre.s‘ +SStr

Examples 6.7 & 6.8

9 6 9) (4 4 4 4 4 4 1 -2 1

0 2 =4 4 +/-3 -3 +-1 1

312 444 -2 -2 -2 1 -10

SS,,, =216, SS,,,, =128

SS, =78, df.=3-1=2

SS,,, =10,d.f.=(3+2+3)-3=5

Fo SS, l(g-1) _78/2
ss,.. /(> n,—g) 10/5

H,:7, =7, =1, =0isrejected at the 1% level

=19.5> F,;(0.01) =13.27

90
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Outline

- Comparing Several Multivariate
Population Means (One-Way
MANOVA)

» Simultaneous Confidence Intervals
for Treatment Effects

- Testing for Equality of Covariance
Matrices

- Two-Way ANOVA

- Two-Way Multivariate Analysis of
Variance

Questions

-What is the one-way MANOVA table?

» How to compute Wilk’s lambda for
MANOVA?

-How to test the equality of several
mean vectors from the Wilk’s
lambda?

»How to test the equality of several
mean vectors for large sample size?

Questions

-What are other statistics used in
statistical software package for one-
way MANOVA?

Scenario: Example 6.10,
Nursing Home Data

» Nursing homes can be classified by
the owners: private (271), non-profit
(138), government (107)

» Costs: nursing labor, dietary labor,
plant operation and maintenance
labor, housekeeping and laundry
labor

» TO investigate the effects of
ownership on costs

94

One-Way MANOVA

Population1:X,,, X,,, -, X

1My

Population 2:X,,, X,,,---, X

1 4R 2n,

Population g : X ;, X5, -+, Xg”g
MANOVA (Multivariate ANalysis Of VVAriance)
is used to investigate whether the population mean
vectors are the same, and, if not, which mean

components differ significantly

Assumptions about the Data

X1, X,,, -, X, :random sample from a population
withmeanp,, £=12,---, g
Random sample from different populations are
independent
All populations have a common covariance
matrix X

Each population is multivariate normal

9
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MANOVA MANOVA
ij =pntT, te,, j=L2,---n;0=12,--,g
. . MANOVA TABLE FOR COMPARING POPULATION MEAN VECTORS
e, N,(0,X), p:overallmean (level) g g
g f variation cross products (SSP)
7, : (th treatment effect, Y n,1, =0 B= 3 n(x - D -
=1
x, =X+(X, -%)+(x, -X,)=fi+7,+¢, . w-%t 3 S
g n g
Z (Xf,—x)(xq—i):znz(i—x X, —X) 2 B+W=3 3 (xg-0(xg -5 3
=1 j=1 =1
g m
+ZZ(XU —ifXx,j xf)— B+W
=1 j=1 o
MANOVA Distribution of Wilk’s Lambda
¢ - -
W:Z (Xr/_"rX"r/—X/) No. of No. of
=1 j=1 variables groups Sampling distribution for multivariate normal data

(n1 —1)S1 +(n2 —l)S2 +o 4 (ng —1)Sg
Reject H, i1, =1, =---=1, =0if Wilk'slambda

ny

ig(x«j —i,XX,, —i,)

=
,
(X/:j —ixxf,,- _i)'

J

_

A\
|B+W|

M-

=

[N
N

is too small

Test of Hypothesis for Large Size
If H,istrueand Y n, =nislarge,
+ *
-(n—l—ngjlnA e
Reject H, at significance level « if

pP+g W 2
_(n—l— 5 jln(B+Wj>Z”(gD(a)

Popular MANOVA Statistics Used
in Statistical Packages

B+ W|

Wilk's lambda A" =

Lawley - Hotelling trace = -[BW ]
Pillai trace = #[B(B + W)
Roy's largest root =

maximum eigenvalue of W(B+ W)™

17
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Example 6.9

©
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&l
~
Il
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1
sl
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Il
1
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<]l
Il
1
[S2B N
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e =SS, +SS, +SS,,, =128+78+10=216

1]
w

1 =S8, +SS, +SS,, =200+48+24 = 272

rrrrrrr

0 b W W O ©

-

N ©

~—
(92}
w
s

© OoON P N O
~

Example 6.8

4 4 4 4 4 4 1 -2 1
4 4 + -3 -3 +-1 1
4 4 -2 -2 =2 1 -1 0
5
5
5

Cross products

5 -1 -1 -1) (-1 -2 3

+ -3 -3 + 2 =2

5 3 3 3 0o 1 -1
Mean :8x4x5=160

Treatment :3x4x (-1) +2x (-3)x (-3) +3x (-2)x3=-12
Residual :1x (-1) + (-2) x (-2) +1x 3+---+0x (-1) =1
Total :9x3+6x2+9x7+---+2x7 =149

|
i H

A W W O ©
O N P N O
N ©

1]

[ BN BN S

104

Example 6.9

Example 6.9
10 1
ao WL 24 s
B+W| [88 -1
-1 72
1-VA |3 n,-g-1_(1-10.0385)8-3-1
NN g-1 J0.0385 | 3-1

=8.19>F,, 1,5, ,1(0.01) = F,4(0.01) =7.01
Reject H,,

Example 6.10: Nursing Home Data

»Nursing homes can be classified by
the owners: private (271), non-profit
(138), government (107)

» Costs: nursing labor, dietary labor,
plant operation and maintenance
labor, housekeeping and laundry
labor

- To investigate the effects of
ownership on costs

Example 6.10

18
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Example 6.10
W= ("1 71)81 + (”2 71)52 + (n3 71)83
182.962
| 4408 8.200
“| 1.695 0.633 1.484
9581 2428 0.394 6.538

_ Xy +1m,X, + 1%,

ol

=[2.136 0519 0.102 0.380}

n+n,+n,
3.475
: 1111 1.225
B= (X, —XAX, —X =
/Z:;"(X TUE %= g1 0453 0235
0.584 0.610 0230 0.304

109

Example 6.10

. | _
A B 0.7714
+

[Z:"/;p_zj[lz/xf\* j =17.67

Fau2610(0.00) = %:(0.01)/8=251
or, approximate analysis

-1 wl
(n-1 (p+g)/2)|n[‘B+W‘ =132.76

2562 (0.01) = 27 (0.01) = 20.09
Reject H , by both analyses

Outline

» Comparing Several Multivariate
Population Means (One-Way
MANOVA)

» Simultaneous Confidence Intervals
for Treatment Effects

» Testing for Equality of Covariance
Matrices

- Two-Way ANOVA

» Two-Way Multivariate Analysis of
Variance

Questions

- What are the Bonferroni Intervals for
Treatment Effects?

Bonferroni Intervals for
Treatment Effects

T =X =X T =Ty =X =Xy

li

Var(fki - ?fi ) = Var(y%‘ - 7%') = (1 + 1}717

n,on
W= (”1 _1)81 +(”2 _1)82 +"'+(”g _1bg
= (n_g)spon/ed ~ (n—g)Z

Var(z, -7, )= (1 + 1JW"“

n, n, )(n—g)

i

m=pg(g-1)/2

Result 6.5: Bonferroni Intervals for
Treatment Effects

With confidence at least (1— &)
7, —7, belongs to

- - a w, (1 1
X = X itn—g —+—
rg(g-1) )\n-g\n, n,

19
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Example 6.11: Example 6.10 Data
%,=X,-Xx=[-0.070 -0.039 -0.020 -0.020}
%,=%,-x=[0.137 0.002 0.023 0.003]

71— T4y =—0.20—-0.023 = -0.043, n =516

[i + ij& - [i + ij 1484 _ .00614

no ny)n—g 271 107 )516-3
155(0.05/4x3x2) =2.87

95% simultaneous confidence interval for z,, — 7,
-0.043+2.87x0.00614 or (—0.061,-0.025)

95% simultaneous confidence intervals for

Tyg — Ty AN 75 — 745 : (—0.058,-0.026), (- 0.021,0.019) s

Outline

- Comparing Several Multivariate
Population Means (One-Way
MANOVA)

» Simultaneous Confidence Intervals
for Treatment Effects

- Testing for Equality of Covariance
Matrices

- Two-Way ANOVA

- Two-Way Multivariate Analysis of
Variance

Questions

-How to test if the covariance
matrices of several populations are
equal? (Box’s M-Test)

Test for Equality of Covariance
Matrices

- With g populations, null hypothesis
Hy % =%,=...=%,=X
- Assume multivariate normal
populations
~Likelihood ratio statistic for testing
H, N [ 5 ](un/z

S i

{(nl—l)sl+--~+(ng —lbg}

S pootea =

pooled

1
Z(”! ’l)

[

Box’s M-Test
M=—2InA={Z(n/ _1)}.1 -3l -2y, |

/

S pooled

|y 11 |:2p2+3p—l:|
7 (n,=1) 200 ) [6(p+D(e D)

C = (1-u)M :approximate z’

V= p(p (-1

Reject H, if C > y(a)

Example 6.12

» Example 6.10 - nursing home data
g=3 p=4, n =271, n,=138, n,=107
InjS,|=-17.397, In|S,|=-13.926

InS,|=-15.741, Ins,,,,|=-15.564
O I T T 1 2(4) +3(4)-1
270 137 106 270+137+106 | 6(4+1)(3-1)
=0.0133

M =[270+137 +106)(~15.564) —
[270(-17.397) +137(~13.926) +106(~15.741) | = 289.3
C=(1-0.0133)x 289.3=285.5
v=4(4+1)(3-1)/2=20
H, is rejected at any reasonable lelel of significance from 7 table for comparison with C

120
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Example 6.13: Plastic Film Data

Outline

- Comparing Several Multivariate
Population Means (One-Way
MANOVA)

- Simultaneous Confidence Intervals
for Treatment Effects

- Testing for Equality of Covariance
Matrices
- Two-Way ANOVA

- Two-Way Multivariate Analysis of
Variance

Questions

-How to determine if a factor and its
interaction with the other factor is
significant if two factors are involved
in an experiment?

»What are the four types of
interactions of two factors?

»What is the two-way ANOVA table?

Scenarios

« To observe if effects of factors in the
following scenarios are significant

—Ratings of music compressed by MP3
compressors: brands vs. ages of the
subjects

—Performance of Teaching: methods
(Lectures, group studying, and
computer assisted instruction) vs.
genders of undergraduate students

Teaching Methods vs. Gender:
Knowing only Overall Mean

Teaching Methods vs. Gender:
Knowing Overall Mean and Row Effects

Group
Gender CAl Lecture Studying Mean
Boys 50 50 50 50
Girls 50 50 50 50

Mean 50 50 50 50

Gender CAl Lecture g{ﬁg)’fing Mean
Boys 40 40 40 40
Girls 60 60 60 60
Mean 50 50 50 50

126
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Teaching Methods vs. Gender:

Knowing Overall Mean, Row Effects, and Column Effects

Teaching Methods vs. Gender:
Including Interaction Terms

Gender CAl Lecture g{gg)’fing Mean Gender CAl Lecture g{gg)’fing Mean
Boys 50 40 30 40 Boys 65 40 15 40
Girls 70 60 50 60 Girls 55 60 65 60
Mean 60 50 40 50 Mean 60 50 40 50

Comparing Four MP3 Compressors Sample Data
- Test four brands, A, B, C, D

; ) A B C D Mean

» 10 subjects, 5 young and 5 senior, 1-4 4 5 7 2
each brand (40 in total) to provide a 5-8 4 5 8 1
satisfaction rating on a 10-point Young | 912 5 6 7 2 5.05
SC&'G Subjects | 13~16 5 6 9 3

17~20 6 7 6 3

» Assume that the rating to each Mean | 48 58 74 2.2

brand is a normal distribution, but
all four distributions are with the
same variance

*Adapted from: G. R. Norman and D. L. Streiner, Biostatistics, 3rd ég

Sample Data
A B C D Mean
21~24 3 6 3 4
25~28 4 4 2 5
Senior 29~32 4 5 2 4 3.70
Subjects | 33~36 3 6 2 4
37~40 4 3 3 3
Mean 3.6 4.8 2.4 4.0
A B C D Mean
Brand Mean 4.2 5.3 4.9 3.1 4.375

*Adapted from: G. R. Norman and D. L. Streiner, Biostatistics, 3rd &d.

Sum of Squares (Young/Senior)

SS(young | senior) = bni (%, - )?)2

Py
SS(young | senior) = 20[(5.05—4.375) + (3.70 — 4.375)?]
=18.225

132
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Sum of Squares (Brands)

b
SS (brands) = gnZ(?c,, -

k=1
SS(brands) =10[(4.2 - 4.375)* + (5.3— 4.375)° +
(4.9-4.375)* +(3.1-4.375)°]
=27.875

Sum of Squares (Within)
SS(within) = iii(xw - j%)

=1 k=1 y=1
SS(within) = (4—4.8)° +(4—4.8)* +---+ (6-4.8)* +
(5-5.8)+(5-5.8)°+---+(7-5.9)% +
et
(4-4.0)° +(5-4.0> +---+(3-4.0)°
[40 terms]
=24.80

Sum of Squares (Total)

’?"’(fh 7f)+(f-k 77‘)"’(’?% =X~ Xop +f)+(xuc 7)?%)

X =
g b n g b
ZZ (x,, %) an(x, —x)2+2gn X,
===
g b 2 g b
+2° 3 n(x, -X, X, +X +zzz X, =Xy f
1 kL (===

SS(total) = SS(young/senior) + SS(brand) +
SS(interactions) + SS(within)

Sum of Squares (Interactions)

b
SS (interactions) = niZ()@k —X, X, +X)

=1 k=1
SS(interactions) = 5[(4.8— 4.875)% + (3.6 —3.525)% +
-+ (4.0-2.425)7]
[8 terms]
=58.475

136

Sum of Squares (Total)

SS(total) = (4—4.375)% + (4—4.375)% +---+ (4—4.375)* +
(5-4.375)% + (5-4.375)* +---+ (3-4.375)* +
(7-4.375)% +(8—4.375)* +---+ (3—4.375)* +
(2-4.375)% + (1-4.375)% +...+ (3—4.375)°
[40 terms]

=129.375=18.225+58.475 + 24.80 + 27.875

Expected Values of
Sum of Squares

2

E[SS(brand) | df (brand)] CONtAINS G2, O 2 orcsions O o
E[SS(within) | df (within)] = o2,

Thus, if brand effect is significant

E[SS(brand) ! df (brand)] o1

E[SS(within) | df (within)]

Fyg >1

138
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Degrees of Freedom

df (young | senior)=g-1=2-1=1

df (brand)=b-1=4-1=3

df (within) =bg(n—-1) =8(5-1) =32

df (interactions) = (b-1)(g-1) =(4-1)(2-1) =3

df (total) =bgn-1=bg(n-)+(b-)(g-D+b-1+g-1
= df (within) + df (interactions) +

df (brand) + df (young | senior)

=40-1=39=32+3+3+1

Two-way ANOVA Summary

Source Sum of df Mean F
Squares square

Brand 27.875 9.29 11.99

N

ou.ng/ 18.225 18.23 | 23.52

Senior

Brand X

ran 58.475 19.49 | 25.15

Y/S

Within 24.80 32 0.78

Total 129.375 | 39

Hypothesis Testing

Fy s =11.99 > F, ,(0.05) ~ 2.92

F,,5 =23.52> F, ,(0.05) ~ 4.17

F s veractions = 25.15> F, 5,(0.05) ~ 2.92

All factors and interactions are significant
at 0.05significance level

Histogram of Means

Brand

8
7 @ Young
6 [~ B Senior
2 3 ]
5 4
3
2
1
0
A B D

Effect of Interaction

8
7 b
—— Young
6 —=— Senior
) 5
S 4
=
2 F — ~
1
0
C D

Brand

Possible Types of Interactions

24
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de Groot’'s Experiment (1965)

- Observed the ability of chess masters
and novices to recall piece positions
« Experts
— Recalled about 90% of the pieces in a typical
mid-game
» Novices
— Recalled about 20%
- Many factors might have been introduced
» Randomized piece positions
— Everybody recalled about 20%
— No effect of expertise

Interpretation by Adjusted Data

e - — —
0 — ~

0 |~ E

20 =G ~5 N ———————————————————————— <+ By—
! —

!

Two-Way ANOVA

Xy =p+7,+ Bty tey
(=1,2,---,g; k=12,---,b; r=42,---,n

g b

g b
ZT/ :Zﬁk :z}/fk =Zyu =0, e, ZN(O,O'Z)
/=1

k=1 =1 k=1

Effect of Interactions

Two-Way ANOVA

ANDY TABLE I"I MPARING EFFECTS OF TW(
AND IIII INTER TION

Fac py

' 5

: 53

' sk

A
I
I

Two-Way ANOVA

F —ratio tests

SS,al(g-1)
SS /(gb(n 1)

res

ﬁch /(b_ )
SS /(gb(n 1)

res

SS,, (g -1)(b-1) :for effects of
ss_ /(gb(n-1))

factor 1-factor 2 intercation

- for effects of factor1

- for effects of factor 2

25



11/2/2011

Outline

- Comparing Several Multivariate
Population Means (One-Way
MANOVA)

» Simultaneous Confidence Intervals
for Treatment Effects

- Testing for Equality of Covariance
Matrices

- Two-Way ANOVA

- Two-Way Multivariate Analysis of
Variance

Questions

-What is the two-way MANOVA table?

- How to determine if the interaction
effect exists?

- How to test the effect of each factor
by the two-way MANOVA?

- How to determine the Bonferroni

confidence intervals if the interaction
effect is negligible?

Two-Way MANOVA

Xy =R+T,+B +7, ey,
0=1,2,---,g, k=12,---,b; r=12,---,n

e b o b
ZT/ = zﬁk = z“{u = Z'Y«k =0, e, N,(0,X)
=1 = 1 =

T+ (X, %)+ (X, —%)+(X,, - X, X, +X)+(x,, - X, )

n
(x thr —i)(xm _i)' =

Two-Way MANOVA

MANOVA TABLE FOR COMPARING FACTORS AND THEIR INTERACTION
e ; Degrees of
5 X.— %) (%, X
I > %, - ¥)(x X
I e [ X.— % x)(x i Tst+E
I MY Y Ta)ix z
SSE TV Y (x %) (. x

Two-Way MANOVA

Test for interaction

For large samples, reject H, 1y, =y, =---=7,, =0 if
+1-(g -1 -1 .
_[gb("‘l)‘%}'”A > 20 (@)

. SSP,
Wilk's lambda A" = ‘7v
‘Sspim +SSP,@;

If interaction effects exist, the factor effects do not have a
clear interpretation

Two-Way MANOVA

Test for factor 1 effect
For large samples, reject H, 11, =1, =---=1, =0 if

+1-(g-D(b-1 .
—[gb(n—l)—ip (g2 X )}MA >Z(2g71),,(0‘)
ssP,.,
[SSP,,., +SSP,.|
Test for factor 2 effect

For large samples, reject H:p, =B, =---=P, =0 if

—[gb(n—l) —%}In N>z (@)

Wilk's lambda A" =

‘SSPM ‘

+SSP_,

Wilk's lambda A" =
[SSP .2

26
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Bonferroni Confidence Intervals

With negligible interactions,
the simultaneus confidence intervals are

()?ﬁ.f - fmoi)i lp( @ ] E, i forz, -7,

peg(g-H )V v bn
and
_ _ a E. 2
G — X, )£t L — forp.—p.
(xO/\I x-ql ) P ( pb(b _1) J v gn ﬂl\z ﬁql

v=gb(n-1), E=SSP_

Example 6.13: MANOVA Table

Example 6.13: Interaction

_ [ssp,|
\SSI:’,m +SSPm_\
(g-DO-D=1
F :(17/\*} (gb(n-1)-p+1)/2
N )e-ne-n-p[+1)27

v =|(g-D(b-1)-p|+1=3
v,=gb(n-1)-p+1=14
F =134<F,,,(0.05) =3.34
Hy Y. =Y, =Y =¥, =0(nointeraction) is not rejected

159

=0.7771

Example 6.13: Effects of
Factors 1 & 2

= i 0.3819
ISP, +SSP,,|
S 0.5230

1-A v, 12
F = L |-2—==7.55, =|lg-1)-p|+1=3
1 [ A ]V1/2 Vi ‘(g ) P‘Jr

1-A, v, 12
F, = 2|2 = =426, =|b-1)— 1=3
I

v,=gb(n-1)-p+1=14
F, > F,,,(0.05)=3.34, rejectH,:1,=1,=0
F, > F,,,(0.05)=3.34, rejectH,:p,=p,=0

Outline

» Profile Analysis

- ANOVA for Repeated Measures

» Repeated Measures Designs and
Growth Curves

- Perspectives and Strategy for
Analyzing Multivariate Models

Questions

» What is the profile analysis?
-How to carry out the profile analysis?

27



11/2/2011

Profile Analysis

- A battery of p treatments (tests,
questions, etc.) are administered to
two or more group of subjects

» The question of equality of mean
vectors is divided into several
specific possibilities
—Are the profiles parallel?

—Are the profiles coincident?
—Are the profiles level?

Example 6.14:
Love and Marriage Data

164

Population Profile

Mear

Profile Analysis

Assume two populations

Avre the profiles parallel?

Hoy @y = iy = My = M1, 1=2,3,+, p

Avre the profiles coincident?

Hy, * :;uzy'vi:l’ 2, p

Avre the profiles level?

Heg i plyy =ty == ph, = oy = flyy == [l

166

Test for Parallel Profiles

1100 .- 00
0o -110 - 0O
e |11 11 1
o 0 o0 - -11

CX,,:N,,(Cp,,CEX'),CX,, N, ,(Cp,,CEL")
Reject Hy, : Cp, =Chp, at level o if
-1
2 = — w101 , — = 2
T’ =(x,-%,)C|| =+=[CS,,..C'| CX-X,)>c
noon,
oo mrm=2)(p-1)

p=Lim+ny—p (@)
n+n,—p 167

Test for Coincident Profiles

Given parallel profiles
Reject Hy, :1'p, =1'p, at level  if
-1
T? = 1'&1 -X, {[1+1J1‘Sprml€dl:| ll(ii _iz)
noon,
2

1(x,-x a
_ ( 1 2) > tiwﬂ (E) = Fl‘nﬁnz—z ()

28
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Test for Level Profiles
Given coincident profiles
Reject Hy, :Cp=0at level o if
(n,+ny)X'C[CSCT'Cx > ¢?
o= (n +n, -1)(p-1)
n+n,—p-1

p-Ln+ny—p+l (a)

_ noo_ n, _
X= X, + X,
n, +n, n, +n,

Example 6.14
6.833 6.633
_ 7.033| _ 7.000
X, = VX, =
3.967 4.000
4.700 4.533

0.606 0.262 0.066 0.161
0.262 0.637 0.173 0.143
S oea = 0.066 0.173 0.810 0.029
0.161 0.143 0.029 0.306

Example 6.14:
Test for Parallel Profiles

-1 0 0
1 -1 0
Spouled 0 1 -1
0 0 1
_[0.200
11 00 -0.167
S 0.033
C(x,-%,)= -1 1 0] ) oa|=| 0066
0 0 -11] 0.200
- 0.167
(30+30-2)(4-1)
30+30-4

-1 1 0 0]
cs,,..C=0 -1 1 0
0 0 -1 1]

7% =1.005< Fy4(0.05)=8.7

Example 6.14: Sample Profiles

Example 6.14:
Test for Coincident Profiles

1'(x, -x,)=0.367

llspooledl = 4207
2
roo| 0367 | o501« F,5(0.05) = 4.0
L1 407
30 30

Outline

~ Profile Analysis

- ANOVA for Repeated Measures

- Repeated Measures Designs and
Growth Curves

- Perspectives and Strategy for
Analyzing Multivariate Models
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Questions

-What are repeated measures?

»How to view the data for repeated
measures in a two-way ANOVA view?

-How to test the null hypothesis in
repeated measures?

Repeated-Measures ANOVA

-Drugs A, B, C are tested to see if
they are equally effective for pain
relief

» Subjects are to take all of the drugs,
in turn, suitably blinded and after a
suitable washout period

» Subjects rate the degree of pain
belief on a 1 to 6 scale (1: no relief,
6 complete relief)

Avoiding Order Effects

» Randomize the order of treatment

—1/3 get drug A first, 1/3 get drug B first,
1/3 get drug C first

»People in a long, natural healing
course may grow tolerant of the
irritant and learn to tune them out
—The last medication may work the best
—Order effects

Sample Data

Subject A B C Average
1 5 3 2 3.33
2 5 4 3 4.00
3 5 6 5 5.33
4 6 4 2 4.00
5 6 6 6 6.00
6 4 2 1 2.33
7 4 4 3 3.67
8 4 5 5 4.67
9 4 2 2 2.67
10 5 3 1 3.00

Means 4.80 3.90 3.00 3.90

*Adapted from: G. R. Norman and D. L. Streiner, Biostatistics, 3rd ég

Two-Way ANOVA View

» Individual subjects as one factor
-Pain reliever as a second factor
»Cells are defined by
—Subjects: 10 levels
—Drug: 3 levels
» One observation per cell
- Special case of two-way ANOVA
—n=1¢=10,6=3

Sum of Squares (Drug)

b
SS(drug) =g (%, — X
k=1

SS(drug) =10[(4.8—-3.9)> + (3.9-3.9)? + (3.0-3.9)*]
=16.2

180
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Sum of Squares (Subjects)

SS (subjects) = bi (x,.-xf

=1
SS(subjects) = 3(3.33—3.90)? + (4.00 —3.90)? +
- +(3.00-3.90)%]
=367

Sum of Squares (Interaction)

s b
SS(interaction) = i z (x, -X.-x,+x)

/=1 k=1
SS (interaction) = [(5—4.23)* +(3—3.33)° +
ot (1-2.10)]
[30 terms]
=15.8

Sum of Squares (Within)

g b
SS (within) = Z z (x,gky -X, ) =0

(=1 k=1

Degrees of Freedom

df (subject) =g-1=10-1=9
df (drug)=b-1=3-1=2
df (within) =bg(n-1) =0
df (interaction) = (b—1)(g -1) = (3-1)(10-1) =18
df (total)=bg -1=(b-1)(g-D)+b-1+g-1
= df (interaction) +
df (drug) + df (subject)
=30-1=29=18+2+9

Signal vs. Noise

- To determine if there is any
significant difference in relief from
different pain relievers
—Main effect of Drug

» SS(within) = 0

» Choose SS(interaction) as error term
—Reflects the extent to which different

subjects respond differently to the
different drug types

ANOVA Table
Source Sum of df Mean F
Squares square

Drug 16.2 2 8.100 | 9.225
Subject 36.7 9 | 4.078
D X

rug 15.8 18 0.878
Subject
Totals 68.7 29
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Hypothesis Testing

ANOVA Table for Same Data as a
One-Way ANOVA Test

Sum of Mean

Source Squares df square F
Fpp =9.225> F, 4(0.05) ~ 3.55 q 9
Drug effect is significant (i.e., difference exists) Drug 16.2 2 8.100 | 4.107
at 0.05ssignificance level

Error 52.5 27 1.944
Totals 68.7 29
Outline Questions

«Profile Analysis

» ANOVA for Repeated Measured

- Repeated Measures Designs and
Growth Curves

» Perspectives and Strategy for
Analyzing Multivariate Models

-How to compare growth curves?

Example 6.15: Ulna Data,
Control Group

Example 6.15: Ulna Data,
Treatment Group
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Comparison of Growth Curves

X, - vector of p measurements on subject ; in group ¢
j=42,n,; =12+, g
X, : Multivariate normal with covariance £

Comparison of Growth Curves

Maximum likelihood estimators of B, :
B, =(B's:,.B)'BS:, X

pooled pooled “™ ¢

1
pooled = pr g

w

((n1—1)51+~-+(ng 71)Sg):N77g

Putthoff - Roy model N ’i" ch(ﬁ )7£(B,S,1 B)"
- 2l ] pooled
B+ Buty+-+ Bt Ly )b = " [
Brot Bty 4 B,00 | 11 1, o 18| Ba k=(N-g)(N-g-DI(N-g-p+q)(N-g-p+q+])
E(X//) = . ! =0 .. . . g N N . ‘W‘
: : : o : W/J:ZZ(XUiBﬁfXXUfBﬁf)’ A :‘W‘
+But, Bt |1t e B s ‘
Bot Bty Pty ’ L Reject the null hypothesis that the polynomial is adequate if
=B, .
B, ~(N=(p-g+Q) 12NN > 4%, . (@)
Example 6.15 Outline

Use quadratic growth model
73.0701(2.58) 70.1387 (2.50)

[,31 ,5’2]: 3.6444(0.83)  4.0900 (0.80)
~2.0274(0.28) —1.8534 (0.27)

Control Group:  73.07 + 3641 — 2.03*

Treatment Group: 7014+ 4.09¢ —185¢*

A =0.7627

~(N=(p-q+g)/2)InA" =7.86< y}, ,,(0.01)=9.21
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- Profile Analysis

» ANOVA for Repeated Measured

- Repeated Measures Designs and
Growth Curves

» Perspectives and Strategy for
Analyzing Multivariate Models

Questions

»What are the strategies in
multivariate analysis?

»Why is the experimental design
important?

Example 6.16: Comparing
Multivariate and Univariate Tests
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Example 6.16: Comparing
Multivariate and Univariate Tests

Univariate teston x, : ' = 2.46 < F,4(0.10) =3.01
Univariate teston x, : F' = 2.68 < F; 5(0.10) =3.01
Acceptp, =p,

Hotelling's test :

7°=1729>c¢" = %Fm (0.01) =12.94

Rejectp, = p,

Strategy for Multivariate
Comparison of Treatments

- Try to identify outliers
—Perform calculations with and without
the outliers
- Perform a multivariate test of
hypothesis
» Calculate the Bonferroni
simultaneous confidence intervals

—For all pairs of groups or treatments,
and all characteristics

Importance of Experimental Design

« Differences could appear in only one
of the many characteristics or a few
treatment combinations

« Differences may become lost among
all the inactive ones

» Best preventative is a good
experimental design

—Do not include too many other variables
that are not expected to show
differences
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