
Multivariate Statistical Analysis, Exercise 6, Fall 2011, Prof. S.K. Jeng

November 25, 2011 TA: H.C. Cheng

(Comparing Tow Mean Vector) Assume there are two populationsXi1 ∼ Np(µ1,Σ1),
with i = 1, . . . , n1 and Xi2 ∼ Np(µ2,Σ2), with j = 1, . . . , n2, where all the variables
are independent. The realizations are recorded in the data set as 200 × 6 matrix
where the observations 1 ∼ 100 come from the first population and the other 100
observations are the second one. The number of variate p = 6. Now we want to
compare the tow mean vector; that is

H1 : µ1 = µ2, vs. H2 : µ1 6= µ2.

Please answer the following questions.

(a) We first consider the problem with the same covariance matrix Σ1 = Σ2 = Σ.
Let xk, Sk, k = 1, 2 and δ = µ1 − µ2. we have

(x1 − x2) ∼ Np

(
δ,
n1 + n2

n1n2

Σ

)
n1S1 + n2S2 ∼ Wp(Σ, n1 + n2 − 2).

Let S = (n1 +n2)
−1(n1S1 +n2S2) be the weighted mean of S1 and S2. Since

the two samples are independent and since Sk is independent of xk, k = 1, 2,
it follows that S is independent of (x1 − x2). Hence,

(n1n2)(n1 + n2 − 2)

(n1 + n2)2
{(x1−x2)− δ}TS−1{(x1−x2)− δ} ∼ T 2(p, n1 +n2− 2),

or

{(x1 − x2)− δ}TS−1{(x1 − x2)− δ} ∼
p(n1 + n2)

2

(n1 + n2 − p− 1)n1n2

Fp,n1+n2−p−1,

where T 2(p, n) is the Hotelling T 2-distribution with p and n degrees of free-
dom, and F1−α;n,m is the 1− α quantile of the F -distribution with n and m
degrees of freedom.

This result can be used to test H1 : δ = 0 or to constructa confidence region
for δ ∈ Rp. The rejection region is given by:

n1n2(n1 + n2 − p− 1)

p(n1 + n2)2
(x1 − x2)TS−1(x1 − x2) ≥ F1−α;p,n1+n2−p−1.

1



A (1−α) confidence region for δ is given by the ellipsoid centered at (x1−x2)

{δ−(x1−x2)}TS−1{δ−(x1−x2)} ≤
p(n1 + n2)

2

(n1 + n2 − p− 1)(n1n2)
F1−α;p,n1+n2−p−1,

and the simultaneous confidence intervals for all linear combinations aT δ of
the elements δ are given by

aT δ ∈ aT (x1 − x2)±

√
p(n1 + n2)2

(n1 + n2 − p− 1)(n1n2)
F1−α;p,n1+n2−p−1aTSa.

In particular we have at the (1− α) level, for j = 1, . . . , p,

δj ∈ (x1j − x2j)±

√
p(n1 + n2)2

(n1 + n2 − p− 1)(n1n2)
F1−α;p,n1+n2−p−1Sjj.

With α = 0.05, do we reject the hypothesis? Please calculate the confidence
intervals for the differences δj = µ1j − µ2j, j = 1, . . . , p.

• Solution: The test statistic is 388.0025 which is highly significant for F0.95;6,193 =
2.1458, so we reject the hypothesis. The 95% confidence intervals for the dif-
ferences δj = µ1j − µ2j, j = 1, . . . , p are:

−0.0453 ≤ δ1 ≤ 0.3373

−0.5194 ≤ δ1 ≤ −0.1946

−0.6424 ≤ δ1 ≤ −0.3036

−2.7005 ≤ δ1 ≤ −1.7495

−1.2969 ≤ δ1 ≤ −0.6331

−1.8059 ≤ δ1 ≤ 2.3281.

All of the components (except for the first one) show significant differences
in the means. The main effects are taken by the fourth and the sixth variate.

(b) For the case of unequal covariance matrices and large samples, we have

(x1 − x2) ∼ Np

(
δ,

Σ1

n1

+
Σ2

n2

)
.

Therefore,

(x1 − x2)T
(

Σ1

n1

+
Σ2

n2

)−1

(x1 − x2) ∼ χ2
p.
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Since Sk is a consistent estimator of Σk for k = 1, 2, we have

(x1 − x2)T
(
S1

n1

+
S2

n2

)−1

(x1 − x2)→ χ2
p in distribution.

Hence the rejection region for δ = 0 at the level α will be

(x1 − x2)T
(

Σ1

n1

+
Σ2

n2

)−1

(x1 − x2) > χ1−α,p,

where χ2
1−α,p is the 1 − α quantile of the χ2 distribution with p degrees of

freedom.

The (1− α) confidence intervals for δj, 1, . . . , p are

δj ∈ (x1 − x2)±

√
χ2
1−α,p

(
S1,jj

n1

+
S2,jj

n2

)
.

Similarly, Do we reject the hypothesis with α = 0.05 and what are the
confidence interfvals of δj, j = 1, . . . , 5.

• Solution: The test statistic is 2412.5 and χ2
0.95,6 = 12.5916. Hence we also

reject the hypothesis.The 95% confidence intervals are

−0.0398 ≤ δ1 ≤ 0.3318

−0.5147 ≤ δ1 ≤ −0.1993

−0.6376 ≤ δ1 ≤ −0.3084

−2.6869 ≤ δ1 ≤ −1.7631

−1.2874 ≤ δ1 ≤ −0.6426

−1.8133 ≤ δ1 ≤ 2.3207.
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