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Clustering

Searching data for a structure of 
“natural” groupings
An exploratory technique
Provides means for
–Assessing dimensionality
– Identifying outliers
–Suggesting interesting hypotheses 

concerning relationships

Classification vs. Clustering

Classification
–Known number of groups
–Assign new observations to one of these 

groups

Cluster analysis
–No assumptions on the number of 

groups or the group structure
–Based on similarities or distances 

(dissimilarities)
66

Difficulty in Natural GroupingDifficulty in Natural Grouping



2

Outlinet

Introduction
Similarity Measures
Hierarchical Clustering Methods
Nonhierarchical Clustering Methods
Clustering Based on Statistical 
Models
Multidimensional Scaling

Choice of Similarity Measure
Nature of variables
–Discrete, continuous, binary
Scale of measurement
–Nominal, ordinal, interval, ratio
Subject matter knowledge
Items: proximity indicated by some 
sort of distance
Variables: grouped by correlation 
coefficient or measures of association

Some Well-known Distances
Euclidean distance

Statistical distance

Minkowski metric
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Two Popular Measures of 
Distance for Nonnegative Variables

Canberra metric

Czekanowski coefficient
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A Caveat 

Use “true” distances when possible
– i.e., distances satisfying distance 

properties

Most clustering algorithms will accept 
subjectively assigned distance 
numbers that may not satisfy, for 
example, the triangle inequality

Example of Binary Variable

Variable

1 2 3 4 5

Item i 1 0 0 1 1

Item j 1 1 0 1 0
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Squared Euclidean Distance for 
Binary Variables 

Squared Euclidean distance

Suffers from weighting the 1-1 and 0-0 
matches equally
– e.g., two people both read ancient Greek is 

stronger evidence of similarity than the 
absence of this capability
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Contingency Table

Item k
Totals

1 0

Item i
1 a b a + b

0 c d c + d

Totals a+c b+d p = a + b + c + d

Some Binary Similarity CoefficientsSome Binary Similarity Coefficients
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Example 12.1

Example 12.1
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   male0

female1

   otherwise0

eyesbrown 1

  handedleft 0

handedright 1

lb 150 weight 0

lb 150 weight 1

hair blondnot 0

hair       blond1

in. 72 height 0

in. 72height 1
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Example 12.1: Similarity Matrix Example 12.1: Similarity Matrix 
with Coefficient 1with Coefficient 1
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Conversion of Conversion of 
Similarities and DistancesSimilarities and Distances

Similarities from distancesSimilarities from distances
–– e.g.,e.g.,

““TrueTrue”” distances from similaritiesdistances from similarities
–– Matrix of similarities must be Matrix of similarities must be 

nonnegative definitenonnegative definite
–– e.g.,e.g.,

2020
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Contingency Table

Variable k
Totals

1 0

Variable i
1 a b a + b

0 c d c + d

Totals a+c b+d n = a + b + c + d

Product Moment Correlation as Product Moment Correlation as 
a Measure of Similaritya Measure of Similarity

Related to the chiRelated to the chi--square statistic   square statistic   
((rr22 = = 22//nn)) for testing independencefor testing independence
–– For For nn fixed, large similarity is consistent fixed, large similarity is consistent 

with presence of dependencewith presence of dependence
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Example 12.2Example 12.2
Similarities of 11 LanguagesSimilarities of 11 Languages
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Example 12.2Example 12.2
Similarities of 11 LanguagesSimilarities of 11 Languages
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Agglomerative MethodsAgglomerative Methods

Initially a many clusters as objectsInitially a many clusters as objects
The most similar objects are first The most similar objects are first 
groupedgrouped
Initial groups are merged according Initial groups are merged according 
to their similaritiesto their similarities
Eventually, all subgroups are fused Eventually, all subgroups are fused 
into a single clusterinto a single cluster

2525
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Divisive MethodsDivisive Methods

Initial single group is divided into two Initial single group is divided into two 
subgroups such that objects in one subgroups such that objects in one 
subgroup are subgroup are ““far fromfar from”” objects in objects in 
the otherthe other
These subgroups are then further These subgroups are then further 
divided into dissimilar subgroupsdivided into dissimilar subgroups
Continues until there are as many Continues until there are as many 
subgroups as objectssubgroups as objects

2727

InterInter--cluster Distance for cluster Distance for 
Linkage MethodsLinkage Methods

2828

Example 12.3: Single LinkageExample 12.3: Single Linkage
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Example 12.3: Single LinkageExample 12.3: Single Linkage
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Example 12.3: Single LinkageExample 12.3: Single Linkage
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Example 12.3: Single LinkageExample 12.3: Single Linkage
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Example 12.3: Single LinkageExample 12.3: Single Linkage
Resultant Resultant DendrogramDendrogram
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Example 12.4Example 12.4
Single Linkage of 11 LanguagesSingle Linkage of 11 Languages
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Example 12.4Example 12.4
Single Linkage of 11 LanguagesSingle Linkage of 11 Languages
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Pros and Cons of Pros and Cons of 
Single LinkageSingle Linkage

3636
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Example 12.5: Example 12.5: 
Complete LinkageComplete Linkage
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Example 12.5: Example 12.5: 
Complete LinkageComplete Linkage
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Example 12.6Example 12.6
Complete Linkage of 11 LanguagesComplete Linkage of 11 Languages
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Example 12.7Example 12.7
Clustering VariablesClustering Variables
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Example 12.7Example 12.7
Correlations of VariablesCorrelations of Variables
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Example 12.7: Example 12.7: 
Complete Linkage Complete Linkage DendrogramDendrogram
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Average LinkageAverage Linkage
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Example 12.8Example 12.8
Average Linkage of 11 LanguagesAverage Linkage of 11 Languages
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Example 12.9Example 12.9
Average Linkage of Public UtilitiesAverage Linkage of Public Utilities
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Example 12.9Example 12.9
Average Linkage of Public UtilitiesAverage Linkage of Public Utilities
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WardWard’’s Hierarchical Clustering s Hierarchical Clustering 
MethodMethod

For a given cluster For a given cluster kk, let , let ESSESSkk be the be the 
sum of the squared deviation of sum of the squared deviation of 
every item in the cluster from the every item in the cluster from the 
cluster meancluster mean
At each step, the union of every At each step, the union of every 
possible pair of clusters is consideredpossible pair of clusters is considered
The two clusters whose combination The two clusters whose combination 
results in the smallest increase in the results in the smallest increase in the 
sum of sum of EssEsskk are joinedare joined

4949

Example 12.10 Example 12.10 
WardWard’’s Clustering Pure Malt s Clustering Pure Malt ScotchWhiskiesScotchWhiskies

5050

Final CommentsFinal Comments

Sensitive to outliers, or Sensitive to outliers, or ““noise noise 
pointspoints””
No reallocation of objects that may No reallocation of objects that may 
have been have been ““incorrectlyincorrectly”” grouped at grouped at 
an early stagean early stage
Good idea to try several methods Good idea to try several methods 
and check if the results are roughly and check if the results are roughly 
consistentconsistent
Check stability by perturbationCheck stability by perturbation

5151

InversionInversion

5252
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KK--means Methodmeans Method

Partition the items into Partition the items into KK initial initial 
clustersclusters
Proceed through the list of items, Proceed through the list of items, 
assigning an item to the cluster assigning an item to the cluster 
whose whose centroidcentroid is nearestis nearest
Recalculate the Recalculate the centroidcentroid for the for the 
cluster receiving the new item and cluster receiving the new item and 
for the cluster losing the itemfor the cluster losing the item
Repeat until no more reassignmentRepeat until no more reassignment

5454
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Example 12.11 Example 12.11 
KK--means Methodmeans Method

5555

Observations

Item x1 x2

A 5 3

B -1 1

C 1 -2

D -3 -2

Example 12.11 Example 12.11 
KK--means Methodmeans Method

5656

Coordinates of Centroid

Cluster x1 x2

(AB) (5+(-1))/2 = 2 (3+1)/2 = 2

(CD) (1+(-3))/2=-1 (-2+(-2))/2=-2

Example 12.11 Example 12.11 
KK--means Methodmeans Method
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Example 12.11 Example 12.11 
Final ClustersFinal Clusters
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Squared distances to group 
centroids

Item

Cluster A B C D

A 0 40 41 89

(BCD) 52 4 5 5

F ScoreF Score

5959

clusters thinnuclear wipercent  square mean

clusters betweennuclear percent  square mean
nucF
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Normal Mixture ModelNormal Mixture Model

6161
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Software Package Software Package MCLUSTMCLUST
Combines hierarchical clustering, EM Combines hierarchical clustering, EM 
algorithm, and BICalgorithm, and BIC
In the E step of EM, a matrix is In the E step of EM, a matrix is 
created whose created whose jjthth row contains the row contains the 
estimates of the conditional estimates of the conditional 
probabilities that observation probabilities that observation xxjj

belongs to cluster 1, 2, . . ., belongs to cluster 1, 2, . . ., KK
At convergence At convergence xxjj is assigned to is assigned to 
cluster cluster kk for which the conditional for which the conditional 
probability of membership is largestprobability of membership is largest 6565

Example 12.13Example 12.13
Clustering of Iris DataClustering of Iris Data
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Example 12.13Example 12.13
Clustering of Iris DataClustering of Iris Data
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Multidimensional Scaling (MDS)Multidimensional Scaling (MDS)

Displays (transformed) multivariate Displays (transformed) multivariate 
data in lowdata in low--dimensional spacedimensional space
Different from plots based on PCDifferent from plots based on PC
–– Primary objective is to Primary objective is to ““fitfit”” the original the original 

data into lowdata into low--dimensional systemdimensional system
–– Distortion caused by reduction of Distortion caused by reduction of 

dimensionality is minimizeddimensionality is minimized

DistortionDistortion
–– Similarities or dissimilarities among dataSimilarities or dissimilarities among data

7171

Multidimensional ScalingMultidimensional Scaling

Given a set of similarities (or Given a set of similarities (or 
distances) between every pair of distances) between every pair of NN
itemsitems
Find a representation of the items in Find a representation of the items in 
few dimensionsfew dimensions
InterInter--item proximities item proximities ““nearlynearly”” match match 
the original similarities (or distances)the original similarities (or distances)

7272
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NonNon--metric and Metric MDSmetric and Metric MDS

NonNon--metric MDSmetric MDS
–– Uses only the rank orders of the Uses only the rank orders of the NN((NN--1)/1)/22

original similarities and not their original similarities and not their 
magnitudesmagnitudes

Metric MDSMetric MDS
–– Actual magnitudes of original similarities Actual magnitudes of original similarities 

are usedare used
–– Also known as principal coordinate Also known as principal coordinate 

analysisanalysis
7373

ObjectiveObjective
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Basic AlgorithmBasic Algorithm
Obtain and order the Obtain and order the MM pairs of pairs of 
similaritiessimilarities
Try a configuration in Try a configuration in qq dimensionsdimensions
–– Determine interDetermine inter--item distances and item distances and 

reference numbersreference numbers
–– Minimize Minimize KruskalKruskal’’ss or or TakaneTakane’’ss stressstress

Move the points around to obtain an Move the points around to obtain an 
improved configurationimproved configuration
Repeat until minimum stress is Repeat until minimum stress is 
obtainedobtained 7777

Example 12.14Example 12.14
MDS of U.S. CitiesMDS of U.S. Cities
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Example 12.14Example 12.14
MDS of U.S. CitiesMDS of U.S. Cities
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Example 12.14Example 12.14
MDS of U.S. CitiesMDS of U.S. Cities
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Example 12.15Example 12.15
MDS of Public UtilitiesMDS of Public Utilities

8181

Example 12.15Example 12.15
MDS of Public UtilitiesMDS of Public Utilities
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Example 12.16Example 12.16
MDS of UniversitiesMDS of Universities
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Example 12.16Example 12.16
Metric MDS of UniversitiesMetric MDS of Universities
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Example 12.16Example 12.16
NonNon--metric MDS of Universitiesmetric MDS of Universities
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