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Abstract—As technology enters the nanometer territory, the
antenna effect plays an important role in determining the yield
and reliability of a VLSI circuit. Diode and jumper insertions are
I. I

NTRODUCTION

MANUFACTURING reliability and yield in VLSI designs
are becoming a crucial challenge as the feature sizes

shrink into the nanometer scale. The antenna effect arising in
the plasma process is an important problem in achieving a
higher reliability and yield.

A. Antenna Effect

The antenna effect is caused by the charges collected on the
floating interconnects which are connected to only a gate oxide.
During the metallization, long floating interconnects act as
temporary capacitors and store charges gained from the energy
provided by fabrication steps such as plasma etching, chemical
mechanical polishing, etc. If the collected charges exceed a
threshold, Fowler–Nordheim tunneling current will discharge
through the thin oxide and cause gate damage. On the other
hand, if the collected charges can be released before exceeding
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Fig. 1. Illustration of antenna effect: (a) An example routing. (b) Late stage
of metal 1 layer pattern etching of figure (a). The collected charges on the right

path is constructed after manufacturing metal 2 [see Fig. 1(c)],
and thus, the charges can be released through the connected
diffusion on the left side.

There are three popular solutions proposed to reduce the
antenna effect [5].

1) Jumper insertion: Break the signal wires with antenna
violation and route them to the top metal layer. This
approach reduces the collected charges during the man-
ufacturing process but incurs two vias for each jumper.

2) Embedded protection diode: Add a protection diode on
every input port for every standard cell. This approach
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Fig. 3. Example that a net needs multiple diodes to Þx the antenna violation.
If both L 1 andL 2 exceed the antenna thresholdL max , at least two diodes must
be connected tos1 ands2 separately to Þx the antenna violation.

to analyze the number of diodes needed to Þx the antenna
effect.

D. Our Contributions

In this paper, we propose a minimum-cost network-ßow-
based algorithm by SDJI to aviod/Þx antenna violation. The
proposed algorithm can Þnd an optimal solution in polynomial
time. In particular, it guarantees to Þx the antenna violations
if one feasible solution exists. We also present a more ac-
curate model to analyze the exact number of diodes needed
for antenna Þxing. Experimental results show that our work
achieves higher antenna Þxing rates and incurs lower costs for
antenna avoidance/Þxing. Compared with the state-of-the-art
jumper insertion algorithm, BUJIO, alone in [16] and [17], our
algorithm achieves more than 99.6% Þxing rate even with a
dense 95% diode blockage rate, whereas BUJIO obtains only
63.4% Þxing rate on average (due to the signiÞcant blockages
for jumper insertion), based on a set of MCNC layouts obtained
by the publicly available router MR [4], [10]. Our algorithm
also consistently achieves higher antenna Þxing rates than the
diode insertion algorithm, DIRMCF, alone, under various diode
blockage rates.

The remainder of this paper is organized as follows.
Section II formulates the problem of detecting/Þxing the an-
tenna effects with SDJI. Section III presents an optimal al-
gorithm for the proposed problem. Section IV reports the
experimental results. Finally, the conclusions are given in
Section V.

II. PROBLEM FORMULATION

To detect/Þx antenna violations, we have to check if the ef-
fective conductor connecting to a gate oxide exceeds a threshold
L max . Here,L max can be measured in wire-area-to-gate-size
ratio, wire area, wirelength, or any model of the strength of
antenna effect caused by conductors, same as that in [16] and
[17]. To simplify the discussion, we assume that all sinks on
a net are connected to a gate terminal, whereas the source is
connected to diffusion (those sinks connecting to diffusion can
be ignored since they will not cause any antenna violation for
current technology). Aside from checking the existence of the
antenna violation, we have to know where the diodes should
be connected to protect the gate terminals. A violating-wire

set (VWS) is deÞned as a group of connected wire segments,
where exactly one diode needs to be connected to one of these
wire segments to Þx the antenna violation. Alternately, we can
Þx a VWS by one or more jumpers instead of one diode. Note
that one net can be divided into several VWSs since a net may
need multiple diodes to Þx the antenna effect, as mentioned in
Section I. Take Fig. 3 as an example. The given net contains
two VWSs: One containss1, and the others2. Thus, exactly
two diodes are needed for the given net.

Vias and metal wires can interplay with each other in many
different ways. In this paper, we try to minimize the total
delay induced by extra vias and metal wires. To evaluate the
total induced delay when we Þx the antenna violation, we
deÞne the cost function� composed of the total wirelength of
extension wires (for diodes) and the total number of jumpers as
follows:

� = µ × (� × mJ + lE ) (1)

wheremJ is the number of jumpers inserted to Þx the antenna
violations,lE is the total wirelength of extension wires induced
by diode insertion,� is a user-speciÞed parameter for the ratio
of the jumper induced delay to the unit-length extension-wire
induced delay, andµ is the unit-length extension-wire induced
delay. Note that the extension wire does not lie on a signal
propagation path since it always connects to a diode. According
to the Elmore delay model, only the capacitance of the exten-
sion wire is considered, and thus, the induced delay is linearly
proportional to the length of the extension wire. This concept
is similar to that in [7] and [8], which minimizes the total
wirelength. It should be noted that (1) is merely an example
modeling of the interplay of diode and jumper insertions; it
will be clear that our algorithm also applies to the cases with
different cost models.

With the aforementioned deÞnitions, we can formulate the
addressed problem as follows:

¥ Problem ASDJI: Given a routing topologyT, an antenna
thresholdL max , and a set of diode insertion positionsD ,
identify all the antenna violations inT and Þnd a set of
feasible jumper positions, a set of diode positionsD � � D ,
and a set of pathsP connecting some VWSs to the
corresponding diode positions, such that the total induced
cost is minimized, and all the VWSs are either broken
into smaller antenna-safe segments by inserted jumpers or
connected to inserted protection diodes.

III. A LGORITHMS

We propose a two-phase method to solve the antenna effect
detection/Þxing with SDJI (ASDJI) problem. The Þrst phase
applies the wire violation detection (WVD) algorithm, and
the second uses the SDJI algorithm. In the WVD algorithm,
all VWSs in the given routing topology are identiÞed, and
then, in the SDJI algorithm, the identiÞed VWSs are Þxed by
either diode or jumper insertion with the minimum delay cost.
We explain the two algorithms in Sections III-A and III-B,
respectively.
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Fig. 4. Illustration of different cases of the connected component Ci in
WVD algorithm. (a) Ci is connected to diffusion. The collected charges can
be discharged through the diffusion. (b) Ci is connected to another VWS.
The collected charges may be discharged through the inserted diode of the
connected VWS. (c) Ci is not connected to any diffusion or VWSs. The
collected charges will cause damage to connected gates.

A. WVD

We explain how to identify all the VWSs in this section. In
our assumption, the antenna violation happens when the col-
lected charges connected to a gate terminal exceed the antenna
threshold during the metallization. Thus, the VWS should be
identified by analyzing the intermediate topologies between
the metallization of each metal layer. For example, after the
metallization of metal layer 2, only segments in metal layers
1 and 2 are fabricated. At this intermediate stage, we should
compute the collected charges on the segments in metal layers
1 and 2 and check whether the summation of the collected
charges exceeds the antenna threshold. With the nature of
metallization, the metal layers are fabricated from the bottom
to the top layers. Thus, the proposed algorithm makes use of
this nature and analyzes the intermediate topologies between
the completeness of each metal layer.

The WVD algorithm is summarized in Fig. 5. The graph
G is used to record the intermediate topologies between the
metallization of each metal layer, and the set Sviol records the
identified VWSs. For the main loop in lines 3–10, the segments
in each metal layer are added into G in the increasing order of
layers. In lines 5–8, since only the collected charges connected
to a sink may cause the antenna violation, the connected com-
ponents which contain at least one sink are extracted from G,
and the total antenna weight WCi of each extracted connected
component Ci is then computed. If WCi > Lmax, the collected
charges of Ci exceed the antenna threshold, and three cases
need to be checked (see lines 7–8 and an illustration in Fig. 4).

Case 1) Ci is connected to a source node [Fig. 4(a)]. If the
connected component Ci is connected to a source
node, the collected charges of Ci can be discharged
through the diffusion terminal, and thus, no antenna
violation will occur.

Case 2) Ci is not connected to any source nodes but is con-
nected to another VWS [Fig. 4(b)]. For this case, if
the connected VWS is fixed by diode insertion, the
collected charges of Ci can be discharged through
the inserted diode and, thus, will not cause any

Fig. 5. WVD algorithm.

antenna violations. However, if the connected VWS
is fixed by jumper insertion, the collected charges
may still cause the antenna violation, since jumper
insertion will not create any discharging paths. In
this phase, the case discussed here is treated as
antenna-safe segments, and an enhanced technique
is applied to solve this case in the second phase.

Case 3) Ci is not connected to any source nodes or any
other VWSs [Fig. 4(c)]. In this case, the collected
charges would damage the gate terminals, and thus,
an antenna violation is identified. The connected
component Ci is classified as a VWS and is added
into Sviol.

We have the following theorem for the time complexity of
our WVD algorithm.

Theorem 1: The time complexity of the WVD algorithm is
O(|T |2 · nlayer), where |T | is the total number of segments for
the given topology T and nlayer is the number of layers.

Proof: As shown in Fig. 5, lines 1–2 take constant time.
For the loop between lines 3 and 10, line 4 spends at most
O(|T |2) time to add all segments into G. The inner loop (lines
5–9) needs O(|T |) time since every segment is checked at most
once to compute the corresponding antenna weight WCi. Since
the loop between lines 3 and 10 executes nlayer times, we can
conclude that the time complexity of the WVD algorithm is
O(|T |2 · nlayer).

B. SDJI

In this phase, we fix every VWS identified in the first phase
by SDJI with the minimum cost. Since the optimal jumper
insertion solution for a VWS can be computed by the BUJIO
algorithm [16], [17], we make use of the optimal solution of
each VWS to minimize the cost induced by antenna fixing.

Inspired by the DIRMCF algorithm [7], [8], we also consider
the jumper cost in the flow network, and thus, the jumper costs
and the extension wire costs (for diodes) can be handled at the
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Fig. 6. Example to consider diodes and jumpers at the same time. A jumper
edge is added for each VWS node, and the jumper cost is modeled as the edge
cost.

Fig. 7. Example to illustrate the interaction between diode and jumper inser-
tions. (a) All VWSs are fixed by diode insertion. The charges on the remainder
of the net can be discharged through the inserted diodes. (b) All VWSs are fixed
by jumper insertion. The charges on the remainder of the net may still cause the
antenna effect.

same time. For every VWS identified in the first phase, the
BUJIO algorithm is applied to compute the number of jumpers
mJ needed to fix the antenna violation. The jumper cost is
calculated by β × mJ . Then, we add a jumper edge for each
VWS to model the jumper cost. Consider the example shown
in Fig. 6 with two VWSs, which are represented by the VWS
nodes vs1 and vs2. The edges with unit capacity and zero cost
are constructed from vs1 and vs2 to the routing grids, and
thus, the resulting flow which goes through the routing grids
determines the diode positions and the routing of extension
wires connected to the protected VWS. Integrating the jumper
costs into the flow network, one jumper edge with unit capacity
is added from each VWS node to the sink of the network.
The costs of the jumper edges are assigned to the optimal
jumper costs computed by the BUJIO algorithm. Instead of
going through the routing grids, the resulting flow now can
alternately go through the jumper edge, which means that lower
costs can be achieved if the corresponding VWS is fixed by
jumper insertion.

However, even if the preceding algorithm is applied, some
antenna violations may remain in the routing topology. Consid-
ering the example shown in Fig. 7, the tree representation of
a net contains two identified VWSs. As mentioned in Case 2)
of Section III-A, for a given net N , if at least one of the
contained VWSs is fixed by diode insertion [see Fig. 7(a)],
the collected charges of the remainder of N can be discharged
through the inserted diodes, and thus, no antenna violation
remains. In contrast, if all the contained VWSs of N are fixed

Fig. 8. Flow network to handle the extra jumper costs. A penalty node vp,
a free edge, and a penalty edge are added for each net. The extra cost δN is
modeled as the edge cost of the penalty edge.

by jumper insertion [see Fig. 7(b)], no discharging path is
created, and thus, some antenna violation may remain on N if
the collected charges of the remainder of N exceed the antenna
threshold Lmax. Through this example, it is obvious that an
extra jumper cost δN is needed for the remainder of N when all
the contained VWSs are fixed by jumper insertion. Consider a
net N with m identified VWSs. We define cJ(N) as the optimal
jumper cost for fixing net N , and cJ(x) as that for fixing a
VWS, x. The extra cost δN for net N can be computed by
δN = cJ(N) − (

�m
i=1 cJ(xi)).

In the SDJI algorithm, the extra cost δN should be added into
the fixing cost when all the contained VWSs of net N are fixed
by jumper insertion. To achieve this objective, a penalty node
vp is constructed for each net. Considering the example shown
in Fig. 8, the flow network models a net N with m = 2 VWSs,
represented by vs1 and vs2. The jumper edges are connected to
vp instead of the sink of the flow network. Two edges, a free
edge and a penalty edge, are connected from vp to the sink of
the network. For the free edge, the capacity is m − 1 and the
cost is zero. For the penalty edge, the capacity is one, and the
cost is δN for net N . With this flow network, if the resulting
flow finds fewer than m VWSs to be fixed by jumper insertion,
no extra cost will be induced. If the resulting flow finds exactly
m VWSs to be fixed by jumper insertion, however, the extra
cost δN will be induced.

C. Overall Design Flow

Given the routing topology T , the antenna threshold Lmax,
and a set of diode insertion positions D, the ASDJI problem can
be solved by the design flow shown in Fig. 9. First, for the given
T and Lmax, the VWSs can be identified by the WVD algorithm
proposed in Section III-A. Second, the optimal jumper positions
and costs to fix each VWS and the extra costs δN for each net N
are computed by the BUJIO algorithm. Then, the flow network
G(V,E) is constructed as follows.

1) Construct a flow source, a flow sink, a representing node
vs for each VWS, and a grid node for each routing grid
point. The grid nodes can be categorized into three types:
vx represents the grid point occupied by a violating wire;
vd represents the grid point feasible for diode insertion;
and vf represents the other grid point not occupied by
the routed segments or routing blockages. The capacity
of each grid node is equal to one.
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TABLE II
COMPARISON WITH BUJIO

TABLE III
COMPARISON WITH DIRMCF FOR THE 80% DIODE BLOCKAGE RATE

The minimum-cost network-flow solver used is LEDA 4.1
[1]. The input routing results of the test cases were taken from
the multilevel routing results [10]. According to the TSMC
0.25-µm technology file, the jumper-to-wire ratio β in (1) was
set to 15 for all the experiments. The antenna threshold Lmax

set in [6] is 100 µm, and in our experiments, 50 and 100 µm
were both tested. To reflect modern design complexity, we
randomly increase the diode blockage rate of each circuit to
80%, 85%, 90%, and 95%. We compared our work with the
jumper insertion algorithm BUJIO [16], [17] and the diode
insertion algorithm DIRMCF [7], [8]. We integrated both works
with our WVD algorithm to identify the antenna VWSs. The
experimental results show that our work achieves very high
antenna violation fixing rates even in high-density circuits. We
also performed several experiments to analyze the empirical
runtime and induced delays of our algorithm and the effective-
ness of the pruning technique proposed in Theorem 4.

A. Effectiveness of SDJI Algorithm

Table II gives the comparison of the antenna violation fixing
rates between BUJIO and our work. Columns 1, 2, and 3 give
the circuit name of each test case, the antenna threshold Lmax,
and the numbers of antenna violations, respectively. Columns
4, 7, 10, 13, and 16 give the numbers of fixed antenna violation;
columns 5, 8, 11, 14, and 17 give the fixing rates; and columns
6, 9, 12, 15, and 18 give the fixing costs of BUJIO and our

work with different diode blockage rates. Note that for jumper
insertion alone, the diode blockage rate would not influence
the fixing result since jumper insertion only consumes the
free spaces in the routing layers above the violating wires.
The fixing rate is calculated by (# fixed antenna violations)/
(# antenna violations). It is not surprising that BUJIO achieves
only 63.38% fixing rate on average, since the routing layouts are
usually too dense to find feasible jumper positions. In contrast,
our work achieves more than 99.6% fixing rate even with the
95% diode blockage rate. It should also be noted that the fixing
costs of BUJIO and our work cannot be compared directly since
BIJIO usually fixes significantly fewer antenna violations than
our work.

Tables III and IV give the comparison of the antenna-fixing
results between DIRMCF and our work in 80% and 90% diode
blockage rates, respectively. In the tables, column “# diodes”
gives the numbers of diodes used to fix the antenna violations,
column “E. Wire Cost” gives the total length of extension
wires, and column “Jumper Cost” gives the jumper cost to fix
the antenna violations, which is calculated by β× (number of
jumpers used). Column “Total Cost” gives the cost to fix the
antenna violations, which is the summation of the jumper cost
and the extension wire cost. Note that the total cost in DIRMCF
is equal to the extension wire cost. Column “CPU Time” gives
the runtime for both algorithms.

As shown in the table, our work completely fixes all an-
tenna violations for all test cases except for “s38417,” whereas
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TABLE IV
COMPARISON WITH DIRMCF FOR THE 90% DIODE BLOCKAGE RATE

TABLE V
AVERAGE FIXING RATE COMPARISON WITH DIRMCF

Fig. 12. Diode and jumper insertion result of our algorithm for “s15850.”
The inserted diodes and jumpers are highlighted by orange squares and pink
triangles, respectively.

DIRMCF cannot for most cases. For those cases with the
100% fixing rate, our work always achieves lower fixing cost
than DIRMCF. Table V summarizes the average fixing rates of
DIRMCF and our work for 80%, 85%, 90%, and 95% diode
blockage rates. Column “Fixing Rate 80” gives the average
fixing rates with the 80% diode blockage rate, and so on. It is
natural that the fixing rate of both works decreases as the diode
blockage rate increases since less space is available for diode
insertion. The results show that our work consistently achieves
very high fixing rates at more than 99.69% even for 95% diode
blockage rate, whereas the average fixing rate of DIRMCF
decreases to 94.04% at the same blockage rate. Fig. 12 shows
the diode and jumper insertion result of our algorithm for
“s15850.”

B. Empirical Runtime Analysis

Fig. 13 shows the empirical runtime trend of our program.
First, the runtimes were derived from all test cases with the
80% blockage rate and the 50-µm antenna upper bound. Then,

Fig. 13. Runtime is plotted as a function of chip sizes for the 80% block-
age rate.

we applied the regression analysis based on the least-square
method to derive the relationship between the runtimes and
chip sizes. We found that the empirical time complexity of our
program is about O(n1.937) to the chip size n, which is much
lower than the theoretical bound shown in Theorem 3.

C. Net Delay Impact

Table VI summarizes the delay penalty rates of antenna
violating nets due to the antenna fixing. The delay penalty rate
is computed by the increased delay over the original net delay.
Columns 2, 3, and 4 give the maximum, minimum, and average
delay penalty rates of all test cases with the 80% blockage rate
and the 50-µm antenna upper bound, whereas columns 5, 6, and
7 give those with the 90% blockage rate. As shown in the table,
fixing antenna violations by the SDJI algorithm resulted in only
about 1% average delay penalty with the 80% blockage rates.
If the blockage rate increases to 90%, the average delay penalty
also increases to about 3% since the resources for antenna fixing
are reduced. It should be noted that the minimum delay penalty
of all test cases is zero. The reason is that, in most situations,
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